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Report on 2012 Digital Backend Intercomparison Testing

A. Whitney

Abstract As VLBI expands the scope of digital signal-processing in VLBI systems, it is important that each sub-system be validated for proper function and interoperability. While every VLBI developer strives to ensure that these criteria are met, it is often only by comparison that problems can be uncovered. One area of particular interest is digital-backend (DBE) systems, where some issues are difficult to evaluate in either local tests or actual VLBI experiments. The 2nd DBE intercomparison workshop at Haystack Observatory on 25-26 October 2012 provided a forum to explicitly address validation and interoperability issues among independent global developers of DBE equipment, and builds on the work of the first such workshop held at Haystack Observatory in May 2009. The 2012 workshop took advantage of the completion of a new Instrumentation Lab at Haystack Observatory that provided the space and signal connections needed to efficiently support the comparison exercise.

Keywords DBE, VLBI

1 The DBE Systems

Five systems were assembled at Haystack for testing:

- The European ‘DBBC’ system, configured as a polyphase filter bank (PFB) converter.
- The Chinese VLBI Data Acquisition System (CDAS) configured as 16 tunable DDCs.
- The CDAS with polyphase filter-bank signal processing.
- The Japanese ‘ADS3000+’ system configured with 16 tunable DDC processors.
- The Haystack ‘RDBE-H’ PFB system.

2 Test Objectives

The test objective was to ensure, as much as possible, that all DBE units were operating properly, including both functional and interoperability criteria. This was done by providing all units with a common frequency reference, 1pps timing signal, and a common broadband noise source spanning approximately 100MHz to 2GHz. For some testing, embedded test tones at frequencies (575 MHz and 961 MHz), were added to the broadband noise source. The testing was divided into three specific phases:

1. Verification of compatibility with laboratory interfaces, command and control functionality, and digital-output format compatibility.
2. Single baseline cross-correlation test of each unit paired with RDBE-H unit; all station auto-correlations.
3. Simultaneous 4-station zero-baseline cross-correlation of all six possible station pairs; all station auto-correlations.

### 2.1 4-station zero-baseline cross-correlation

The most stringent test of intercompatibility was a 4-station zero-baseline cross-correlation test that captured simultaneous data using the common broadband IF noise source to all systems under test. The setup is shown in Figure 3, where the broadband noise input is labeled ‘IF’ and Nyquist zone 2 filters are assumed internal to the individual DBE units.

Data were recorded from all four units simultaneously and the six cross-correlation pairs were processed on the DiFX correlator. Detailed examination of the correlation results from all baselines allowed the identification of problems with specific units.

### 3 Summary

Only one unit was found to have apparent significant problems, and another with more minor issues. A complete report on the intercomparison testing is available at [http://www.haystack.mit.edu/workshop/ivtw/2012.12.17_DBE_testing_memo_final.pdf](http://www.haystack.mit.edu/workshop/ivtw/2012.12.17_DBE_testing_memo_final.pdf). A detailed comparison of the digital backends tested has been compiled by Bill Petrachenko and is available at [http://www.haystack.edu/tech/vlbi/digital/dbe_memos/2013.01.21_dbe_comparison-Petrachenko.pdf](http://www.haystack.edu/tech/vlbi/digital/dbe_memos/2013.01.21_dbe_comparison-Petrachenko.pdf).

We thank everyone who participated. We hope that this exercise was useful for all of the participants, and we at Haystack were happy to be able to help support this effort.
DBBC3 - Full digital EVN and VLBI2010 Backend, Project Progress

Abstract DBBC3 is a project to develop the third generation of a digital backend system for VLBI and other scientific applications. The development started about ten years ago and evolved in the course of time by improving all its components, hardware, firmware and software, passing from DBBC1 to DBBC2. Now the latest and third generation will allow to fully implement digitally all the functionality required of a complete VLBI backend for the EVN and VGOS (formerly named VLBI2010), with a maximum output data rate in the range from 32 Gbps to up to 128 Gbps. The architecture and adopted methods are described.

Keywords Digital Backends, VGOS

1 Introduction
The development of the DBBC started in the first years of the new millennium (Tuccari (2004a) & Tuccari (2004b)). In the first few years ad hoc laboratory experiments and experiments with real sky signals had indeed demonstrated that it could be possible to emulate the entire functionality of the MK4 VLBI analogue terminal with a fully digital backend. In the digital process the analogue signal available as IF from the receiver is, after potential equalization and gain adjustments, immediately converted to a digital representation before any mixing or filtering stage as is required for VLBI to produce recordable sub-bands. Before this time the digital mixing/filtering stage could not be fully implemented digitally at a reasonable cost, and moreover it was a technical challenge due to the wide band and the high frequencies involved. With progressive improvements the DBBC project evolved to allow an input bandwidth of up to $4 \times 1$ GHz.

The first DBBC version (DBBC1) was a backwards compatible replacement of the existing VLBI terminal, while with the DBBC2 additional observing modes became available, which did not exist in the analogue backend. The enhanced version of the DBBC2 for VLBI2010 (Niell et al. (2005)) the DBBC2010 (2009 to date) is compatible with the proposed VGOS observing mode.

One way to increase the sensitivity of a VLBI network is to increase the observing bandwidth. With new wide-band receivers the demand for backends which can handle bandwidths of several GHz has arisen. Also the EVN has been increasing its maximum data rate from a maximum of 1 Gbps with the MK4 analogue backend to a maximum of 4 Gbps with the present DBBC2 — a data rate which is being tested in the EVN now.

In preparation for receivers and IF systems which will deliver up to 4 GHz (and later more) bandwidth to the backends, it was felt necessary to develop a system which can process an instantaneous bandwidth of 4 GHz per polarization as a minimum. The resulting output data rate for a dual polarisation receiver should be at least 32 Gbps, with the option of 64 Gbps for a system with four IFs. Such a backend is the intermediate goal of the DBBC3 project.

The specifications of VLBI2010 define a set of requirements of the receiving/backend system to achieve the goal of greatly improved geodetic measurement precision. The telescopes will operate in a single broad band ranging from 2 to 14 GHz observing in dual linear polarization. Inside this frequency range a subset...
of four 1024 MHz wide pieces will be selected, in both polarizations, so that a total of eight portions of 1 GHz will have to be processed. This will allow bandwidth synthesis (phase slopes fitted over a wide frequency range) for a much wider portion of the spectrum than is possible with the present system.

Such a wide input band could also be of great interest for astronomy because of the significant increase in sensitivity it will offer. Being able to process an entire 14 GHz wide piece of band could be a quantum leap in the digital radio astronomy data acquisition. This goal is very ambitious and its implementation in a radio astronomy backend would be a novelty. To digitally sample and process the whole 14 GHz wide band or a number of sub-bands thereof is the final goal for the DBBC3 project.

2 DBBC3 Structure

For the DBBC3 system there are some obligatory requirements: it has to be backwards compatible with the existing backends of the previous generations and has to be able to offer the new functionality for a very wide band. In particular it should incorporate all the required functionality, for the planned goals of the EVN (min 2 x 4 GHz bandwidth) and VLBI2010 (2 x 14 GHz bandwidth). As many stations observe for both networks a single system is mandatory. Flexibility is a requirement due to the different radio telescopes and their dissimilar receivers and IF systems in terms of number and type of IFs.

To be compatible with the existing systems, the new hardware needs to be mechanically and electrically level-compatible. This aspect is useful because existing DBBC2 and DBBC2010 backends in the field could be upgraded to meet the new performance requirements by replacing some of the old components with DBBC3 hardware.

The much increased capability of the new backends requires new hardware parts, together with new firmware. A clear development path has been laid-out to minimise the risk in the project. In a first step a DBBC3-L will be developed which can be seen as a fully qualified 4 GHz DBBC, but at the same time the final goal to achieve a 14 GHz DBBC3-H is pursued.

The main features of the DBBC3-L system are:
- Maximum number of wide input IFs: 4 (typ. 2)
- Instantaneous bandwidth in each IF: 4 GHz
- Sampling representation: 10 bit
- Processing capability N x 5 TMACS (multiplication-accumulations per second), with N number of processing nodes
- Output data rate: max 64 Gbps
- Compatibility with the existing DBBC environment.

The main features of the DBBC3-H system are:
- Max number of wide input IFs: 4 (typ. 2)
- Instantaneous bandwidth in each IF: 14 GHz
- Sampling representation: 8 bit
- Processing capability N x 5 TMACS (multiplication-accumulations per second), with N number of processing nodes
- Output data rate: max. 896 Gbps
- Compatibility with the existing DBBC environment.

In figures 1 and 2 the schematic views of the DBBC3-L and DBBC3-H are shown.

The structure of the system is straightforward. Due to the very broad band to be sampled a dedicated receiver named DBBR (Digital Broad Band Receiver) is developed including the entire digital section. After initial amplification of the signal collected by the feed
in both polarizations, two IFs 14 GHz wide are sampled with 8-bit representation. Next this data is transferred to a dedicated processing node. The processor extracts from the digital data eight streams, portions of the band, in DDC (tunable digital down converter) and PFB (fixed polyphase filterbank) modes, from the entire input range. These tuned/filtered ‘digital IFs’ are transferred and processed in the DBBC3-L section to further extract and select portion of bands to produce VLBI-compatible output VDIF packets.

The last element of the chain is the FILA40G subunit whose function is to condense the data onto single optical fibres at a data rate of 40 Gbps and to handle the data at network packet level. A dedicated version, the FILA40G-ST, will in addition have storing capabilities.

3 ADB3-L/H components

The massive sampling is performed by a state of the art sampler chips. A single ADB3-L has four complete samplers on-board, with the possibility to arrange them for a variety of functionalities, single and multiple, real or complex sampling. For example in real mode the four samplers can be fed with a single input signal 4 GHz wide, or they can be fed with two signals of 2 GHz instantaneous bandwidth each, or finally with four signals 1 GHz bandwidth.

The ADB3-H single board sampler similarly has the capability to digitise up to four independent 14 GHz bands. Sampled data have to be transferred to the processing stage. Due to the high data rate a parallel bus cannot be implemented, because the very large number of differential lines required and the high operational frequency. Pre-processing is used to pipe this large data rate to a manageable number of serial connections for linking the Sampler with the Processing unit.

Data coming from the sampler board ADB3-L/H are routed to the processing node CORE3-L/H using the lanes of the high speed input bus. The CORE3-L/H board is capable of processing data in different ways: with DSC (Direct Sampling Conversion) resulting in one single sampled sub-band, DDC (Digital Down Converter) and PFB (Polyphase Filter Bank) personalities. Additional capabilities will allow spectroscopic and polarimetric observations.

From the pool of channels a subset is selected according to the desired output data rate defined by the observer or allowed by the recording media or the network capacity. The data is output via the high speed output bus. Additional input and output connectors are available to maintain the compatibility with the DBBC2 stack of boards.

The large DSP resources available in the FPGA chosen for the CORE3-L allows digital filters in the class of 100 dB in/out band rejection. This feature is required for the expected presence of large RFI signals in the very wide input band. This very strong discrimination together with the tuning ability should be sufficient to obtain useful and clean pieces of the down-converted observed band.

As an alternative input the CORE3-L board will be able to receive data packets from a block of ADB3-
Data from the converted bands are finally transferred to the network controller FILA40G as multiple 10GE connections. The number of connections is then accumulated into a 40GE data stream to be transferred to the final destination points. Such final points could be recorders, nodes of VLBI correlators or a buffer cloud. In addition to the 40GE network capability the FILA40G unit will be able to manipulate the data packets in order to perform functions like corner-turning, pulsar-gating, packet filtering and routing, burst mode accumulation, and others that could be required at the packet level as soon as the VLBI methods evolve. In addition a dedicated version will be provided which can include storage elements for data buffering and recording. The FILA40G block schematic view is shown in figure 3.

Most of the data communications in the system will be implemented making use of a collection of serial point to point connections to represent the aggregate block information. In order to maintain the data block structure representing in a complete form the single band information the quantity sbit (serial bit) is defined. So the number of sbit is the number of serial links, running at the indicated data rate, necessary to fully represent the information belonging to a single information quanta like in our case is a complete sampled input band. The wide bandwidth involved in the process, and so the very high data rate necessary to represent it, is greatly simplified by this compressed definition, that we adopt and use for all the project description. The schematic block in figure 4, shows in such terms the complete system data flow.

4 Preliminary Results

The DBBC3 project is progressing as planned and the first prototypes are under development and construction. These will produce the proper information and know-how to proceed to the final version. The evaluation performed in the laboratory until now shows that the project will reach the planned goals in the scheduled time without big risks or problems, despite of the very challenging performance to be obtained. Tests and experiments performed with the ADB3-H and ADB3-L first prototypes are available and in particular showed that direct data conversion to the digital domain for the full 14 GHz band is possible, without the need for an initial analogue down conversion.
This represents a huge challenging and intriguing step ahead in the simplification and in the improvement of the VGOS electronics which should significantly reduce the system cost.

The very challenging firmware development, for the huge data rate and very fast clocks involved, is underway on hardware platforms with the FPGA device to be used for both Core3-L and Core3-H.

**References**


Mark6: Design and Status

R. Cappallo, C. Ruszczyk, A. Whitney

Abstract The Mark 6 system is a disk-based data capture and record system, optimized for VLBI. As a follow-on to the successful Mark 5 family, it increases the maximum record rate to 16 Gb/s, using high-performance COTS (Commercial Off-the-Shelf) hardware and open-source software. This paper presents the Mark 6 design, with special emphasis on the software, and its current and future capabilities.

Keywords Mark 6, Data Recording, VLBI

1 Introduction

The Mark 6 data capture and recording system has been developed in response to ever-increasing need for greater sensitivity in VLBI systems. In geodesy, for example, the VGOS (formerly called VLBI2010) system (Niell et al. 2007) is designed around relatively small (12 m), agile antennas, whose decreased gain is compensated for by increased bandwidths (4 GHz). Similarly, in astronomical instruments such as the Event Horizon Telescope (Doeleman 2010), which operates in the (sub) mm wavelength range, amplitudes are affected by extreme atmospheric coherence issues, and wide bandwidths are needed to get sufficient sensitivity over short timescales.

The Mark 6 system (Whitney and Lapsley, 2012) follows closely upon the design of the Mark 5 recording system (Whitney, et al. 2010), with two key improvements: the datarate (and thus recordable bandwidth) is increased by a factor of at least x8, and the design has been changed to be Commercial Off-The-Shelf (COTS) hardware, and entirely open-source software.

2 General Considerations

The goals for the Mark6 can be conveniently placed into two categories, one for essential goals that must be met, and the other of secondary goals, which are desirable, and should be met only if the effort to do so is not too great. All of the essential goals have been achieved, and all of the secondary goals are also expected to be feasible.

Principal goals

- 16 Gb/s sustained record capability
- support all common VLBI formats
- COTS hardware
- 100% open-source software
- relatively inexpensive
- upgradeable to follow Moores Law progress
- smooth user transition from Mark 5
- preserve Mark 5 hardware investments, where possible

Secondary goals

- 32 Gb/s (or more) burst-mode capability
- generalized ethernet packet recorder
- e-VLBI support
- single-step playback as standard Linux files

3 Software Design

The Mark 6 software has been designed using a layered model (see Fig. 1). The interface to the user (or more likely to the user’s software) is accomplished by a program called cplane (for control plane). The interface to the network and disk hardware is handled by another program, called dplane (for data plane). The two programs/planes communicate via UDP messages.

Roger Cappallo, Chet Ruszczyk, and Alan Whitney
MIT Haystack Observatory, Off Route 40, Westford, MA, USA
3.1 Control Plane

The control-plane module $cplane$ provides an interface to the user, and it implements a number of different high-level monitor and control functions. Due to its relaxed performance demands, $cplane$ has been written in Python. The user interface is the standard VSI-S protocol (VSI-S 2003) with command set enhancements specific to the Mark 6 system. The $cplane$ program is also responsible for managing the disk modules: it mounts, dismounts, and binds the individual disks as groups comprised of up to 32 disks. Performing and reporting error-checks as well as statuses is another $cplane$ responsibility.

During the test and integration phase of the software, $cplane$ has been controlled via an XML-based control script called RM6_CC. This script allows simple time-sequencing of scan-based observations. It is expected that a transition will eventually be made to control via standard experiment control software, such as the "Field System" software from Goddard Space Flight Center (Himwich and Gipson 2011).

3.2 Data Plane

The data-plane module $dplane$ handles all tasks specific to the high-speed flow of data. It reads in data from the 10 Gb/s network interface cards, buffers the data in large RAM buffers, and writes it out (if desired) into disk files on multiple disks. The start and end of the data is controlled precisely, by way of inspection of the time stamps within the data packets. Since the performance demands upon $dplane$ are very high, the code is written in $C$, and is highly optimized.

The relevant hardware resources of the Mark 6 data pathway include:

- Intel core i7 3930K hex-core hyper-threaded processor
- ASRock Fatal1ty X79 Champion motherboard with 64 GB RAM
- 2 dual-channel 10 Gb/s NIC’s
- 1 to 32 SATA hard drives

3.2.1 Architecture

The program is written with multiple threads, dedicating a processor core to each of the 4 input streams (see Fig. 2). The pf$\_ring$ I/O library (Deri 2004) is used for high-performance buffering of the incoming data packets. SMP affinity is used to spread the interrupt-handling load across different cores. The packets are then spooled into large circular FIFO buffers in RAM. These large ring buffers are given nearly all (e.g. 56 of 64 GB) of the physical memory space, and are locked in, saving only a modest amount of RAM for the OS to use for file caching, etc. The available space is used for 1–4 datastreams, and can be allocated on a dynamic basis if the user so desires. A single disk-writing thread empties these buffers, writing out data blocks to multiple disks.
3.2.2 Scattered File System

In order to be resilient to individual disk failures, and write-speed variations (which can be nearly a factor of 2 between the outer-edge starting tracks on the disks, and the inner-edge ending tracks), we have developed a scattered file system. This system writes blocks (≈ 10 MB in length) to drives based upon which of the drives are ready to accept more data. For this application a RAID data-stripping approach would not work so well, as the speed of the ensemble of disks would be limited by the slowest disk in the set.

In order to facilitate reassembly of the data into a continuous stream, a small amount of identifying metadata is prepended to each block. Three methods of data-reassembly may ultimately be used. Currently we use a program, called gather, that efficiently reassembles the scattered data into a single disk file, in the correct time sequence. If data are missing then a fill-pattern is inserted in its place. The disadvantage of using gather is obvious – there is an extra copy step in the data pipeline, which is perhaps not an issue if the data need to be copied anyway onto a local storage device at the correlator.

A native-mode reader for the difx correlation software (Deller et al. 2012) is also planned for development, which would allow reassembly on the fly at correlation time. Finally, another flexible approach would be to write a FUSE (File-system in User Space) interface to allow the scattered files to appear as a single, standard Linux file.

There is an option of the program in which only a single file is written out, with no additional metadata inserted. In such a case it is not necessary to perform the extra reassembly step. This mode may be particularly attractive for modules comprised of solid state disks (SSD’s), since they could be placed in a high-performance RAID configuration without much jeopardy from a slow disk.

3.2.3 Data Formats

The current software version supports the VDIF format (Whitney, et al. 2009) as well as the Mark5B format, which is converted to VDIF format. In the case of Mark5B input streams, the data are converted to VDIF encoding and a proper VDIF header is generated and prepended to each packet. Words 5 through 8 of the VDIF header then contain the original 4 word Mark5B header. For multiple input streams, each Mark5B stream is assigned to a separate VDIF thread.

3.3 Additional Features

In order to facilitate eventual use of the system as an eVLBI node, the capture of data to ring buffers is managed separately from file writing. The use of a single large FIFO per stream design decouples writing from capturing. This allows the system to keep writing to disks during the antenna slew time, so that the dataflow limitation is that the mean acquisition rate must not exceed the mean disk writing rate. However, an additional constraint is imposed by the finite size of the FIFO buffers. At an input datarate of 16 Gb/s (2 GB/s) the large RAM is only about 30 seconds deep. This headroom is increased by the continual drain of data to disks; e.g. if 8 Gb/s were being written out, the buffer headroom would increase to 1 minute.

Mark 6 hardware is non-proprietary and the specifications and parts list are openly published. For convenience, but not by necessity, a Conduant chassis and Conduant modules may be used, as they are known to be both reliable and convenient. An upgrade kit, available from Conduant, is offered to facilitate reuse of Mark 5 modules in the Mark 6 system. A dedicated eVLBI site, though, may find it convenient to use non-Conduant hardware with Mark 6 software, as then there would be no module-interoperability concern.

4 Demonstration Experiment

In June of 2012 we performed a proof-of-concept experiment, which was used to demonstrate that the Mark6 works as intended, and that its combination with the digital backend signal processing performs as expected (see Whitney et al. 2013). A prototype version of the Mark 6 software was used, which captured 16 Gb/s onto 4 x 8 disk modules in RAID mode 0. An aggregate of 4 GHz on the sky was used to observe 3C84 on a Westford, MA – Goddard Space Flight Center baseline (see Fig. 3). The increase in signal-to-noise ratio due to the increased bandwidth was as expected, and no unusual anomalies were detected.

5 Future Plans

The Mark 6 system is expected to be used in an operational setting beginning in the summer of 2013, principally for wideband observations. Work is continuing
Fig. 3 Cross-power spectrum amplitude and phase, averaged over all four 512 MHz bands.

on the software, with the following list of desired capabilities, placed in very rough priority order:

- performance enhancements and increased diagnostic tools
- native Mark 6 reader for the difx correlation software
- FUSE/Mark 6 file interface
- full support for generalized (i.e. non-VLBI) packet capture
- support for eVLBI via retransmission of the captured ring buffer
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Receiver Upgrade for the GGAO 12m VLBI system

C. Beaudoin, P. Bolis, J. Byford, S. Cappallo, T. Clark, B. Corey, I. Diegel, M. Derome, C. Eckert, C. Ma, A. Niell, B. Petrachenko, A. Whitney

Abstract The MIT Haystack Observatory, with support from Honeywell Technology Solutions Inc. and funding from NASA Space Geodesy Project (SGP), has developed a receiver upgrade for the 12m VLBI radio telescope installed at the Goddard Geophysical Astronomical Observatory (GGAO) in Greenbelt, MD. The first stages of the upgrade to the receiver frontend incorporate the quadruple-ridge flared horn (QRFH) and CRYO1-12 LNA, both designed at the California Institute of Technology. The frontend upgrade also incorporates a custom diplexer that decomposes the receiver into low and high-band sections in consideration of dynamic range limitations. The upgrade to the radio telescope also incorporates a modern, mechanized positioning system that will facilitate routine maintenance and operation of the radio telescope.

Keywords GGAO, Upgrade, Dynamic Range, SEFD, Receiver

1 Introduction

In response to recommendations of the IVS Working Group 3 on VLBI2010 (Petrachenko et al., 2009), the MIT Haystack Observatory engaged in the development of a prototype broadband receiver which was installed on the Westford 18m and GGAO 5m antennas in late 2007. These two stations formed a broadband VLBI baseline which was utilized to conduct proof-of-concept (POC) studies and demonstrate the feasibility of VLBI2010 observing strategies. In October 2010, the Patriot/Cobham 12m antenna was installed at GGAO in support of the antenna requirements outlined in (Petrachenko et al., 2009) and was subsequently custom fit with a POC receiver as well. Through POC operations, two functional limitations specific to the GGAO installation were identified.

The S-band RFI environment at GGAO was sufficiently strong that the dynamic range (DR) in the fiber optic downlink was compromised and limited the receivers available bandwidth. The fiber downlink component is the broadband DR limiting component since it possesses approximately 100 dB of dynamic range. The California Institute of Technology CRYO1-12A 2-12 GHz LNA incorporated in the POC receiver possesses approximately 120 dB of DR based on intermodulation distortion laboratory measurements conducted at Haystack. The fiber optic link also possesses a strongly frequency dependent noise figure which requires more receiver gain at 12 GHz than at 2 GHz. Since the POC receiver did not incorporate any custom tailoring of the receiver gain performance, it was not possible to achieve uniform receiver sensitivity over the entire frequency range.

Another underlying issue identified in the POC operations was the ability of the station operators to service and maintain the cryogenic receiver. The volume available to install the cryogenic POC receiver frontend on the Patriot/Cobham 12m antenna is limited. The limited space within the antenna for such hardware introduced logistical problems when servicing the frontend and required significantly more time than has traditionally been necessary.
2 Dynamic Range Upgrade

A block diagram of the receiver frontend to downlink sections is shown in Figure 1. Because of its superior dynamic range performance, a coaxial cable downlink was incorporated at GGAO to alleviate this deficiency as discovered in the POC receiver. However, a fundamental upper frequency limitation exists in coaxial cables; the lower the loss of the cable per unit length, the lower available frequency range of the cable due to the multimode effects. This multimode characteristic of coaxial cables places an upper limit on the design frequency of coaxial downlink. From POC studies, the majority of strong RFI sources detected at GGAO were below 4 GHz while the physical distance required to downlink the received signals from the frontend to the control room is 76 meters. Given these conditions, a coaxial cable downlink implemented with LMR-400 cable can be incorporated for frequencies up to 5 GHz without significant influence on the receivers overall system temperature. Hence, the broadband downlink was split into frequency-overlapped low and high-band sections covering 2.2-5 GHz and 4-14 GHz where the high-band section incorporates a fiber optic downlink. The overlapped nature of the downlink avoids the introduction of a constraint in sky frequency coverage by the dual-band design and maintains the flexibility to set the local oscillator frequencies to support overlapped low/high band observations in 1 GHz IF bands.

Since the high-band fiber optic downlink possesses less dynamic range than the amplifier stages preceding the link, it is not possible to preserve both the low noise characteristic of the LNA/frontend as well as the saturation limit of the LNA in the overall performance of the receiver. For this reason, the gain of the preamp stages driving the fiber optic link was designed to be variable. In this way, the low noise performance of the LNA can be realized when the receiver is not exposed to strong RFI signals by driving the link with maximum preamp gain. The performance of the receiver configured in this mode is shown in figure 2.

In the situations when the receiver is exposed to RFI that is driving the link into modest saturation, the gain of the preamp stages can be reduced to accommodate the power limitation of the link. This reduction of preamp gain will also incur a modest increase in receiver noise temperature dependent on the reduction in gain.

3 Mechanical Upgrade

In order to realize an operational receiver frontend that can be easily serviced and maintained, Haystack Observatory initiated a receiver upgrade project that was focused on providing the following features in the mechanical design:

- Electronic Control of Feed Position
  - Feed Positioning Uncertainty < 1mm
- Remote Servicing of Cryogenics
  - Control Vacuum Pumps and Valve
- Monitor
  - Cryogenic refrigerator temperature
  - Supply/return helium pressure
  - Air pressure in vacuum vessel
  - Crosshead motor electrical drive power
- Ease of Receiver Removal for Servicing outside Antenna
- In-situ Access to the following Components:
  - LNA power supply and cryo temp sensor connectors
  - Bias box adjustments/test points
  - SMA connectors accessible to 5/16” wrench
  - Coupler outputs for RF sampling
  - Fiber optic connectors

As shown in Figures 2 and 3, the mechanical upgrade to the receiver installation consists of two major components; the payload and the payload positioner. The cryogenic receiver frontend and all associated electronics are integrated into the payload section. The payload translates within the feed support tower on a linear bearing and is coupled to the positioning system timing belt which provides a means of conveyance.
Fig. 2 3D model rendering of the payload upgrade for the GGAO 12m receiver.

Fig. 3 3D model rendering of the positioner staging that provides conveyance of the payload section.

The payload position is controlled by a DC electric motor also coupled to the timing belt through a small gearbox at the base of the positioner staging or by a field-replaceable handwheel. The payload can be extended into the focal position for normal telescope operations or retracted into the base of the feed support tower for servicing or complete removal from the antenna.

4 Current Status and Outlook

The receiver upgrades described in sections 2 and 3 were installed on the GGAO 12m antenna in November 2012. Shortly thereafter, the antenna optics were realigned and the sensitivity of the radio telescope system was assessed. Figure 4 presents the resultant system equivalent flux density (SEFD) of the radio telescope as a function of sky frequency within the operating frequency range of the LNA. The off-scale sensitivities between 2 and 3 GHz and at approximately 4.2 GHz are due to RFI sources which bias the SEFD estimates; there is also evidence of bias from the GGAO SLR air-craft radar between 9.2 and 9.4 GHz. Based on figure 4, the receiver sensitivity meets the VLBI2010 specification for SEFD of 2500 Jy over most of the frequency range.

Two factors contribute to the steady increase of the SEFD from 10-12 GHz in figure 4. The first factor is the result of the installment of diode limiters in the LNA which increases the system temperature by approximately 10 Kelvin between 10 and 12 GHz. This protection was incorporated to prevent sudden failures of an LNA due to RFI. The second factor is due to the fact that the QRFH feed installed on the 12m antenna is a first prototype and was designed for the 2 to 12 GHz range. As a result, the aperture efficiency degrades from approximately 70% at 10 GHz to 60% at 12 GHz. Future designs will be scaled to optimize the aperture efficiency in the 2.2-14 GHz frequency range which will improve the high frequency SEFD performance. It is also possible to improve this performance by removing the protector diodes from the LNAs, however, this will need to be considered carefully in light of the possibility of amplifier failures.

An important requirement of the VLBI2010 specifications is the capability to co-observe with legacy S/X band stations. Because a significant portion of the S-band spectrum is corrupted by RFI as indicated in Figure 4, the SEFD of the radio telescope within the frequency channels observed in the IVS R1 schedules is plotted in Figure 5. Given the S and X-band SEFDs of the 12m radio telescope shown in figures 4 and 5, the GGAO 12m radio telescope is expected to be capable of participating in IVS scheduled observations.
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Fig. 4 Low (2.2-5 GHz) and high (4-14 GHz) band SEFD performance of the GGAO 12m radio telescope following the installation of the receiver dynamic range upgrade. The bold trace at 2500Jy reflects the VLBI2010 SEFD specification for 12m antennas.

Fig. 5 SEFD performance of the GGAO 12m radio telescope shown in Figure 4 but plotted within the IVS R1 S-band frequency channels. The bold trace at 2500Jy reflects the VLBI2010 SEFD specification for 12m antennas.
When “IVS Live” meets “e-RemoteCtrl” real-time data

A. Collioud, A. Neidhardt

Abstract “IVS Live” is a tool that can be used to follow the observing sessions, organized by the International VLBI Service for Geodesy and Astrometry (IVS), navigate through past or coming sessions, or search and display specific information about sessions, sources (like VLBI images) and stations. In parallel, “e-RemoteCtrl” is a software, which enables the control of VLBI telescopes from remote over the World Wide Web, using a server as extension to the NASA Field System. As the software has direct access to the status information about the current observation (schedule, scan, source, etc.) and the telescope (current state, temperature, pressure, etc.) in real-time, these useful information can also be offered as input to a central VLBI network status monitoring. This is the point where IVS Live meets e-RemoteCtrl, so that such information are now, for part of it, included into the IVS Live Web interface, providing a convenient global network vision of any IVS session.

Keywords IVS activities, dynamic Web site, remote control, real-time data

1 Introduction

The International VLBI Service for Geodesy and Astrometry (IVS) supports geodetic, geophysical and astrometric research and operational activities for the Very Long Baseline Interferometry (VLBI) technique, as for example, organizing and coordinating all the VLBI observing sessions. Even if most of these sessions are currently controlled and attended locally at the radio telescopes, a new observing method, generally called “remote control”, is being developed and tested in the past few years. This method allows to conduct and control sessions remotely, shared between different world-wide telescopes or completely unattended. These new control methods are now routinely possible, using a dedicated software extension to the existing NASA Field System. This software with the name “e-RemoteCtrl” is developed and maintained at the Geodetic Observatory Wettzell (Germany) (Neidhardt (2011)).

In parallel, the “IVS Live” dynamic web site, developed at the Laboratoire d’Astrophysique de Bordeaux (France), may be used to follow the progression of any IVS session based on its predetermined schedule. It also provides a convenient way to navigate through past or coming sessions, or search and display specific information about sessions, sources (like VLBI images) and stations. As the “e-RemoteCtrl” software has a real-time access to the status information about the current observation and the telescope, these useful information can also be offered as input to a central VLBI network status monitoring. This is the point where IVS Live meets e-RemoteCtrl, so that such information complete the schedule-based information of the IVS Live Web site, providing a convenient global network vision of any IVS session.

The first section presents a brief summary of the major IVS Live capabilities. The inclusion of real-time data provided by e-RemoteCtrl into the IVS Live Web page is described in the second section. Finally, the last section presents e-QuickStatus, the data stream which allows the sharing of radio telescopes real-time information from e-RemoteCtrl to IVS Live.

1 e-RemoteCtrl is available at http://www.econtrol-software.de/
2 IVS Live may be accessed at http://ivslive.obs.u-bordeaux1.fr/
Fig. 1 The IVS Live functionalities displayed as a single montage. The main interface is located in the center (inside the black box). All around it are displayed screenshots of the main features of IVS Live along with the way to access them indicated as red/gray rectangles and lines. The dashed-green/gray circle corresponds to the new “real-time data” functionality (see Section 3).
2 IVS Live description and capabilities

The IVS Live main reason of existence is the monitoring of IVS sessions. It is a fully dynamic Web site developed in javascript and PHP, with a MySQL database as back-end, which contains 5426 sessions (starting from 2 January 2003), 1628 sources and 65 stations at present. IVS Live is organized as a single user interface divided into several sub-panels (schedule of the session, main panel with an overview of the session, etc.). By default, the ongoing IVS session (if any) or the next coming session is displayed. While the session is running, the main interface is automatically updated thanks to a synchronization procedure with the displayed master clock. For example, a new tab is created in the main panel for each source once a new observation begins. An interesting feature is to have a look at the “Webcams” page during the session progress.

In addition to being a monitoring tool for IVS sessions, you may also use IVS Live to look for a given session thanks to the “Calendar” tool, which provides a convenient way to navigate through all IVS master schedules (from 1979 to 2013 thus far). If you want to retrieve information about a specific session, source, or station, you may query the IVS Live database using the corresponding search forms. Each such query leads to a list of results, which may be exported as a csv (comma-separated values) file. For example, on the one hand a session search results in the list of the matching sessions. On the other hand source and station queries result in a list of matching sources or stations with links to additional details (e.g., position, images, map location, webcam link, and list of sessions which include the selected source or station, also exportable as a csv file).

The major IVS Live functionalities are summarized in Figure 1. For more details, a full description of the IVS capabilities is available in Collioud (2011).
3 IVS Live and real-time data

All information displayed in IVS Live (with the exception of the webcam streams/images) come from the session schedules, which are frozen before the session start. On the opposite, the “e-RemoteCtrl” software gives access to real-time information about the current observation (schedule, scan, source, etc.) and the telescope (current state, temperature, pressure, etc.), which may be stored on a global monitoring server (see Section 4 for more details).

The real-time information provided by the e-RemoteCtrl software are now available in the IVS Live main interface as a separate tab with the name “Real time” (indicated as a dashed-green/gray circle in Figure 1). This tab contains a table, which displays information related to all radio telescopes using the e-RemoteCtrl software. These information is updated every second. As explained above, some of these information are related to the observation (schedule name, scan name, source name, source coordinates) and the others to the current status of the radio telescope (station name and code, current state, pointing azimuth and elevation, recording Mk5 VSN number) or its environment (temperature, pressure and humidity). An example of real-time values is displayed in Figure 2.

The data table may be filtered by any specific values or strings, which have to be entered into the search field, located above the table (see Figure 2). In addition, the right-hand side check-box allows to only display the real-time data of the the session, which is currently loaded into the IVS Live interface. By default, some data are hidden. But they may be easily displayed thanks to a dedicated drop-down menu.

4 Providing real-time data: e-QuickStatus

e-RemoteCtrl is a software extension to the NASA Field System to operate and control radio telescopes from remote. Additionally, it broadcasts a stream named “e-QuickStatus” coded in form of status files which contains the status information after each schedule or radio telescope status change, such as the start/stop of the schedule, the pointing to the source, the recording of the data, etc. (see Figure 3). After a status change, this file is created and copied with Secure Copy (SCP) to the data collecting Web server, which is located at the Technische Universität München (Technical University Munich, TUM), Germany. To enable the secure copy, a key for the Secure Shell (SSH) is required. It can be requested by any station from the distributor of the e-RemoteCtrl software. While all telescopes, using e-RemoteCtrl, directly have this new ability available, also legacy systems can join. If they implement the file transfer of the status file to the TUM Web server themselves, they can also participate. The TUM server scans the directory for incoming files each second. Each scan updates the local e-QuickStatus Web page. From there, IVS Live fetches the data regularly to present them interactively as described in Section 3.

5 Conclusion

Thanks to the “IVS Live” Web page, which may be used to monitor the IVS observing sessions, and the “e-RemoteCtrl” software (through the e-QuickStatus stream), which broadcasts in real-time the status information about the current observation (schedule, scan, source, etc.) and some radio telescopes (current state, temperature, pressure, etc.), useful information can be accessible to the IVS users, providing a convenient global network view on the VLBI network and on any IVS session.

References


Status and future plans for the Bonn Software Correlator

W. Alef, A. Nothnagel, S. Bernhart, A. Bertarini, L. La Porta, A. Müskens, H. Rottmann

Abstract We present the present status of the Bonn Correlator Center with emphasis on the geodetic correlation. The correlator center has been operated jointly by the Max Planck Institute for Radio Astronomy in Bonn (MPIfR), the Federal Agency for Cartography and Geodesy (BKG) in Frankfurt with support from the Institute of Geodesy and Geoinformation (IGG) in Bonn. We also discuss the severe requirements of the future VGOS (VLBI2010 Global Observing System) observations on the computing and playback resources and options for dealing with the tremendous increases in bandwidth, data-rate and number of observations.

Keywords correlator, software correlator, VLBI, geodetic VLBI, VLBI2010, VGOS techniques: interferometric, instrumentation: interferometers

1 Introduction

The MPIfR has been operating four generations of hardware VLBI correlators since 1978 — Mark II, Mark III, Mark IIIA, Mark IV (Whitney et al. (2004)). MPIfR and BKG have been jointly operating the Mark IV correlator from January 2000 to December 2012 on a 50:50 basis. The fifth generation, DiFX (Distributed FX) software correlator, was used at MPIfR in test mode from about 2007 to 2009 (Deller et al. (2007)). Since 2009 all astronomical observations have been processed with the DiFX software correlator. Up to December 2010, geodetic observations were still correlated with the Mark IV hardware correlator, but in December 2010 the Mark IV broke beyond repair. After this event geodesy correlation had to be performed with DiFX too. Since the path into geodetic analysis does not use FITS files, as DiFX produces, some ancilliary programs like difx2mark4 had to be written and some others like fourfit required modification like. These features became available with the DiFX version 2.0.

2 Correlator status

Currently we use DiFX version 2.1 for production. DiFX runs on a High Performance Cluster (HPC see Fig. 1). All the nodes and the Mark 5 units are interconnected through 40 Gbps InfiniBand, but the playback speed remains limited to about 1.5 Gbps due to the maximum playback speed of the Mark 5 units. Local data storage, used mostly for e-VLBI transfers, consists of 11 RAIDs with a total capacity of 230 TB.

Recently both DiFX and the Mark 5 units became more reliable so, for example, a typical 24-hour-long IVS Euro experiment, with 10 stations, data rate of 128 Mb/s, one polarization and one-bit sampling, can be correlated without human intervention within 5 hours.

We wrote a new database for handling experiments and disk modules. This new database comedia does not allow one to release a module before all experiments on that module have been correlated and archived. The database can be accessed via a GUI or command line, and interfaces to the MPIfR archive server.

To use the computational capacity of the cluster more efficiently, we installed a batch system. When the cluster resources are idle, the system allows other applications to be executed in batch mode.
Unfortunately some important changes required in
some of the DiFX routines could not yet be imple-
mented due to lack of manpower.

3 Correlator usage 2011/2012

A total of 151 R1s, EUROs, T2s and OHIGs were cor-
related since the last meeting two years ago, as well
as 83 of the three-station INT3 e-VLBI observations of
one hour duration each. Thirty-six astronomical user
experiments comprised of up to 15 stations were corre-
lated.

The correlation time was roughly balanced between
astronomical and geodetic processing as foreseen in
current agreements between MPIfR and BKG, with a
slight excess of geodetic correlation.

4 e-VLBI status

An increasing number of stations prefer to transfer the
data via Internet (e-VLBI transfers). Currently, about
60% of the geodetic data are transferred to Bonn via
e-VLBI. The volume of data transferred range between
6 TB to 8 TB weekly.

Five of the storage RAIDs (125 TB total) are con-
ected to the outside world with a 1 Gbps line via
DFN / GÉANT. For security reasons, restrictions in
the router have been implemented for e-transfer servers
since late 2011.

To organize the transfers in an orderly fashion the
geodesy VLBI group has set up a web page which
shows the active transfers. All available RAIDs at
Bonn, Haystack and USNO are listed with their
capacity, and free space. Colours green, yellow, red are
used to quickly visualize the disk status. Stations can
sign up for a transfer and data-rate on this webpage
under a first come, first serve policy.

It is expected that in the near future a faster line for
e-VLBI might become affordable.

5 Correlation and VLBI2010

The next 5 years will be characterized by the transition
from the established dual-band (2.3 GHz / 8.4 GHz)
observations performed with the legacy antennas to VGOS (Petrachenko et al. (2009)). The latter is mainly characterized by small and agile radio telescopes and a wide bandwidth. The VGOS specifications require at least 6/s slew rates in both antenna axes.

An estimate of the data volume for a typical VGOS session can be calculated as follow. Let us consider about 1500 scans/session observed in 24 hours using four separated frequency bands each 1 GHz wide, each recorded at 4 Gbps, for each polarization. The total recording rate is then about 32 Gbps, which requires two Mark 6 recorders be used in parallel at each station. Considering a slewing time equal to 33 % of the total time, then there will be 57600 s in a day of data collected per station. The total volume of data per station per day will be then about 230 TB. Considering 10 antennas observing the same session, there will be about 2.3 PB per session to be transported and correlated.

Assuming a doubling of disk capacity every 18 months, Mark 6 modules (with 8 disks each) will have at least 32 TB capacity in 2016 requiring 8 modules per station per session. The data shipment both in form of disk module shipment or via e-VLBI will become significantly more expensive.

Currently a geodetic experiment, like an IVS-R1, with 10 antennas, and data rate of 256 Mbps, creates a data volume of about 18 TB per day. This means that VGOS will have an increase in data volume by a factor of 120 leading to a correlation time of four weeks for one day of VGOS observations for the present correlator system. This is definitely an unacceptable situation for the time of full VGOS observing towards the end of this decade.

However, there is some relaxation on the horizon. Currently the maximum Mark 5 playback rate of 1.5 Gbps limits the usage of the cluster to about 20% of its capability. The use of Mark 6 (maximum playback rate about 16 Gbps) will permit a cluster usage of about 100%, which will reduce the correlation time by a factor 5. This means that the processing factor will reduce from 120 to about 25.

Under the assumption of a 32 Gbps recording data-rate for wide-band observations, Tab. 1 shows an overview of the transition period to wide-band sessions and the projected correlator usage based on today’s throughput. The second column represents the number of wide-band sessions projected per year (WB sess.). A maximum of 146 sessions represents a share of 40% of the total IVS correlation which is the contribution of the Bonn MPIfR/BKG correlator today.

It takes 25 times as long to correlate a wide-band experiment compared to a legacy observation at 256 Mbps which is about 12 hours wall clock time at the moment. The factor of 25 multiplied with 12 hours, thus, results in a 12.5 (full) day processing time (CPU time) for a single VGOS session. So, the third column shows the expected number of correlator days needed for the correlation (in addition to the legacy sessions) if the number of nodes in the cluster and its capabilities remain constant.

<table>
<thead>
<tr>
<th>Year</th>
<th>WB sessions</th>
<th>correlation days</th>
<th>corr. days with new clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013</td>
<td>1</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>2014</td>
<td>6</td>
<td>75</td>
<td>75</td>
</tr>
<tr>
<td>2015</td>
<td>12</td>
<td>150</td>
<td>19*</td>
</tr>
<tr>
<td>2016</td>
<td>24</td>
<td>300</td>
<td>38</td>
</tr>
<tr>
<td>2017</td>
<td>48</td>
<td>600</td>
<td>75</td>
</tr>
<tr>
<td>2018</td>
<td>96</td>
<td>1200</td>
<td>150</td>
</tr>
<tr>
<td>2019</td>
<td>121</td>
<td>1513</td>
<td>189</td>
</tr>
<tr>
<td>2020</td>
<td>146</td>
<td>1825</td>
<td>40*</td>
</tr>
</tbody>
</table>

Table 1 Summary of the expected evolution of CPU time to meet the VGOS requirements (correlation days of 24 hours each) with the computing cluster being replaced completely in the years 2014 and 2019.

Assuming only a few wide-band sessions in 2013 and 2014, the correlation requirements will outdate the existing correlation capacity within the geodesist’s share of 50% of the correlator usage already in 2015. This does not even take into account that the narrow band sessions with legacy antennas will continue to contribute a significant share of the overall correlation for some time to come. From 2016 onwards, the correlation volume would go beyond the cluster’s capacity even if the geodesists would fully occupy the installation.

The correlation demand of VGOS can only be satisfied if the cluster is modernized in regular intervals. For a projection of future capabilities, Moore’s Law predicts a factor of 2 increase in computing power every 2 years. Since the current cluster has gone operational in 2008, this year has to be taken as the basis (= 1). The last column lists the correlation time under the assumption that complete replacements of the cluster will take place in the years 2014 and 2019. This will lead to a considerable reduction in processing time from the following years onwards. However, a replacement of the cluster in 2014 will only bring relieve until about 2017. When the number of VGOS sessions will be increased by a factor of two again in 2018, a cluster modernization has to be preponed or alternative solutions have to be found.
6 Extending the Bonn correlation cluster

The gloomy predictions expressed in Table 1 can only be improved if the HPC in Bonn will be modernized. Since the cluster was bought in 2007 and enlarged in 2008, it has already reached the end of the standard lifetime for a cluster, which is about five years. Later in 2013 MPIfR will prepare a proposal to the Max Planck Society for renewal of the VLBI cluster in 2014. This time probably other groups in the institute will join in, so that acquiring a bigger cluster makes a lot of sense. The maximum size is defined by the space available (four racks) and the cooling capacity of about 60 kW. A possible configuration could have up to as many as 2000 compute cores along with about 50 Gbps InfiniBand interconnections and new Mark 6 or similar playback units and at least 10 Gbps Internet connectivity.

The chances of approval will increase considerably if BKG will contribute a similar share in the investment as was the case in previous years. This is particularly important because the Twin Telescopes of BKG in Wettzell will be the first and most important contributors to the emerging VGOS network and will, thus, deliver most of the data to be correlated.

7 Conclusions

While the correlation of the present narrow-band VLBI observations can easily be handled by the existing VLBI cluster in Bonn, a massive increase in correlation power will be required for VGOS wide-band observations. The VGOS data volume could be handled at the correlator only with new equipment, requiring a large investment and higher ongoing operating cost in the form of additional man power and electricity.

The scale of the required upgrade exceeds the capacity of the MPIfR alone, and the continued involvement of BKG in VLBI correlation at Bonn is essential to realize the challenging goals of VGOS within the next decades.
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Safe and secure remote control for the Twin Radio Telescope Wettzell

A. Neidhardt, M. Ettl, M. Mühlbauer, G. Kronschnabl, W. Alef, E. Himwich, C. Beaudoin, C. Plötz, J. Lovell

Abstract More VLBI stations, more experiments, more data and a faster analysis for a real-time monitoring of earth parameters and reference frames are the goals of the future VLBI2010 network. One key technology is e-VLBI. But also the control might follow to adapt and to manage these new challenges. Therefore the Technische Universität München (TUM), Germany realizes concepts for continuous quality monitoring and station remote control in cooperation with the Max Planck Institute for Radio Astronomy, Germany. The development is funded by the European Seventh Framework program in the three year project Novel Exploration Pushing Robust e-VLBI Services (NEXPReS) of the European VLBI Network (EVN). Within this project, the TUM focuses on developments for a safe, secure and reliable remote control (e-RemoteCtrl) of the NASA Field System with authentication, authorization and user roles to operate and automate radio telescopes, like the new Twin Radio Telescope Wettzell (TTW) at the Geodetic Observatory Wettzell, Germany. One of these telescopes will become operative this year, so that this is a first real-life test for the new control software and realizations.

Keywords TWIN telescope, remote control, operational safety, operational security

1 Introduction

On the basis of the future requirements for geodetic radio telescopes as recommended by the International VLBI Service (IVS) [Niell (2005)], the BKG has launched the TWIN project at Wettzell in 2008. Two rapidly moving radio telescopes were built and equipped with a broadband receiving system including the two geodetically used frequency bands S and X. Both telescopes are designed for continuous operation.

To manage the amount of the future observation load, the telescopes can be controlled from remote or should run completely unattended. Therefore it is quite important to guarantee operational stability, access control and security. This is realized within an own software project at the Geodetic Observatory Wettzell.

2 The Twin Radio Telescope Wettzell (TTW)

The antennas of the newly build Twin Radio Telescope Wettzell (TTW) (see fig. 1) are designed and constructed by Vertex Antennentechnik GmbH Duisburg, Germany. They use a radial symmetric reflector concept, which combines the advantages of a dual offset antenna, as low noise temperature, with the advantages of a Cassegrain or Gregory antenna regarding the mechanical stability, the control possibility, and the weight. The advantage of the ring focus antenna is
a better illumination of the feed horn. This design is properly suited for broadband feed horns, which need a wider opening angle. As a consequence the feed must be positioned close to the sub-reflector.

Fig. 1 The two antennas of the Twin Radio Telescope Wettzell.

The further technical data of the antennas are:
- Diameter Main reflector: 13.2 m
- Diameter sub-reflector: 1.48 m
- Ring Focus Design with f/D = 0.29
- Surface quality of the reflectors: < 0.2 mm RMS
- Way length error: < 0.3 mm
- Surface quality of the panel: < 0.065 mm RMS
- ALMA mounting with angular velocities
- Angular velocities of 12°/s in azimuth and 6°/s in elevation
- Acceleration: Az/El = 3°/s²
- Ranges of rotation: Azimuth 540°/s, Elevation 0 – 115°/s
- Balanced outrigger
- Excellent bearing
- 27 bit encoder: 0.0003°/s resolution
- Sub-reflector adjustable via a hexapod

The VLBI2010 concept [Niell (2005)] also suggests a broadband receiving bandwidth of 2 - 14 GHz, with the option to integrate the Ka-band (28 - 36 GHz). Realizing these ideas, new receiving systems had to be developed. Such a system must ensure homogeneous illumination of the main reflector, must have a stable phase center, and a system-noise temperature below 50 K. BKG has commissioned a tri-band feed horn (see fig. 2) that is able to work in the two geodetic frequency bands (S/X-Band), and also in the Ka-band. With this feed the participation in all standard VLBI and deep space network observations is possible to make a substantial contribution to the improvement of the celestial reference frame in the Ka-band. The Eleven feed of Prof. Kildal (Chalmers University, Sweden) presently offers the best preconditions for the reception of a continuous frequency range of 2 to 14 GHz. Extensive simulations showed good performance of the feed up to 10 GHz. From 10 to 14 GHz the performance is also suitable. Problems with the ohmic attenuation of the copper lines and the differential outputs are solved by cryogenic cooling and the use of special low-noise-amplifiers.

Fig. 2 The tri-band coaxial feed in anechoic chamber and its far field beam patterns, it is installed on one of the Twin antennas.

The performance of the tri-band feed in numbers:
Frequency bands:
- S-band: 2.2 - 2.7 GHz
- X-Band: 7.0 - 9.5 GHz
- Ka-band: 28 - 33 GHz
Insertion loss:
- S-band: < 0.12 dB
- X-Band: < 0.08 dB
- Ka-Band: < 0.5 dB
Return loss:
- S-band: > 25 dB
- X-Band: > 20 dB
- Ka-Band: > 35 dB

The performance of the used dewar in numbers:
Cold head: T1 = 9 K and T2 = 25 K
LNA noise temperature:
- S-band: < 20 K
- X-Band: < 12 K
- Ka-Band: < 35 K
LNA-gain:
Continuous integration

- S-band: > 40 dB
- X-Band: > 30 dB
- Ka-Band: > 25 dB

The TWIN radio telescopes are especially developed for geodetic applications. All components are designed for high availability and precise tracking of 1000 sources per day on 360 days per year. All telescope components are also designed for extreme load cases (wind, gravity effects, temperature) to guarantee the specified stability. The sub-reflector can be adjusted by a hexapod for gravity corrections.

3 The control of the Twin Radio Telescope Wettzell (TTW)

Even if most of the observation sessions are currently controlled and attended locally at the radio telescopes, new observing methods are being developed and tested in the past few years (see fig. 3). These methods allow to conduct and control sessions remotely, shared between different world-wide telescopes or run completely unattended. These new control methods are now routinely possible and will be used for the control of the Twin telescopes. The background is the usage of a dedicated software extension to the existing NASA Field System, which is used on each site to run the operations. This remote control software with the name "e-RemoteCtrl"1 is developed and maintained at the Geodetic Observatory Wettzell, Germany [Neidhardt (2011)].

While the software is already used now for several years to run the local weekend sessions [Neidhardt (2010)], new extensions allow a higher security and safety. The current version of the software generator "idl2rpc.pl" information [Neidhardt (2009)], which is used for generating the communication layer of the remote control, was extended to support authentication and authorization techniques. The authentication is based on the Linux user authentication mechanism. Therefore a system user with a valid user name and password can be authenticated to connect to a telescope. In order to prevent potential security issues while transferring data over the Internet, the connection between the remote operator (client) and the telescope (server) is encrypted, using a save connection based on the Secure Shell (SSH) network protocol. Therefore the control computers of the Twin telescope can also be protected behind a firewall, which then can be tunneled with SSH. A tool for an automatic connection control (sshbroker) was developed to (re-)establish the connection automatically after a potential breakdown of the connection to the telescope. In order to increase security at the client side the required password to tunnel through firewalls and for authentication can be stored, using the AES-256 encryption standard [Ettl (2012)].

In order to give the telescope-staff the possibility to control the access rights on their system, a role management is important. Each client, which is allowed to access a telescope, is associated to a dedicated role. A set of available roles is shown in fig.4. These roles are categorized into dynamic and static roles. A static role is a fixed role with no changes at all. A dynamic role is used for remote operators, temporarily taking over the control as operator. In between they simply monitor the system passively. The changing of the active control is realized by a three-way-handshake strategy, to ask and inform all responsible operators about the handover of the control [Ettl (2012)].

![Fig. 3](image_url) The new control strategies, which are enabled in the new operators room of the TTW.

![Fig. 4](image_url) The available user roles for operators of the TTW.

1 e-RemoteCtrl is available at http://www.econtrol-software.de/
The local safety of the system is realized with an additional equipment of a System Monitoring. It uses different sensors (temperature, power, current, inertial position), which data are then registered, evaluated and stored. It can produce alarm levels to stop the control. The development of such a system is currently under progress.

4 Conclusion

The operation of the Twin Telescope Wettzell with its predicted load of observations is not possible without technologies, which enable unattended and remote observations. These technologies not only reduce the burdens of shifts for the three telescopes at Wettzell but additionally enable, that local engineers can do their maintenance, research and development work, even under the heavy load of coming observations. The remote control is a proved technique now, as it was used for several years at Wettzell. The new mechanisms offer the operational control of the new telescopes together with the existing.
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First results with the GGAO12M VGOS System
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Abstract
The first geodetic sessions with the new VLBI2010 broadband system were carried out in 2012 October using the new 12m antenna at GGAO and the 18m antenna at Westford. For the two six-hour sessions approximately 33 scans per hour were observed. In one session sources within a 40° cone of sky to the south centered on the collocated SLR system were excluded in order to avoid possible damage to the frontend by the SLR aircraft avoidance radar. The horizontal (H) and vertical (V) polarizations for each antenna were correlated and analyzed separately. The standard deviations of the four estimates (2 days, 2 parallel polarizations) for the Up component of GGAO relative to Westford, and the baseline length, are 0.7 mm and 1.3 mm, respectively. The standard deviations of the GGAO East and North components are 2.5 mm and 1.3 mm.
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1 Introduction
The broadband instrumentation for the next generation geodetic VLBI system, previously called VLBI2010 but now referred to as VGOS (for VLBI2010 Geodetic Observing System), has been implemented on a new 12m antenna at Goddard Space Flight Center near Washington, D.C., and on the Westford 18m antenna at Haystack Observatory near Boston, Massachusetts, USA. In 2012 October the first two geodetic observing sessions, each of six hours duration, were conducted using the broadband system, and in 2013 May the first 24-hour session was conducted.

The new features for the VGOS system are:

- four bands of 512 MHz each, rather than the two (S and X) for the Mark4 systems
- dual linear polarization in all bands
- 2 GHz aggregate bandwidth vs. 128 MHz aggregate bandwidth for the Mark4
- more than 30 scans per hour due to the short scans and relatively high slew rates of the smaller antennas proposed for VGOS systems
- multitone phase cal delay for every channel in both polarizations
- group delay estimation from the full spanned bandwidth (∼2.2 GHz to potentially 14 GHz)
- estimation of the ionosphere TEC difference between sites simultaneously with the group delay, using the phases across all four bands

Implementation of the features indicated in the last three bullets has required changes in analysis of the geodetic delays, and these changes have been implemented in the post-correlation fringe-fitting software fourfit.

2 The observations
For the first two sessions the frequency range spanned by the four bands was limited by the hardware capability at the time of the observations. The low-edge frequencies for the lowest and highest bands were chosen to be 3200 MHz and 9344 MHz. A simulation by Bill Petrachenko found that the best frequencies for the other two bands were 5248 MHz and 6272 MHz.

While the goal for the VLBI2010 systems is to reduce the scan length to the minimum in order to obtain the greatest temporal density of sources, the minimum scan length for these sessions was chosen to be 30 seconds to ensure high SNR. A conservative bound was used due to uncertainty in the measured sensitivity of the antennas and in the scaling factors used for the SEFDs in sked.
These considerations resulted in an observation rate of approximately 33 scans per hour for the first two sessions and 48 scans per hour for the 24-hour session. (The reduced number in the first two sessions resulted from an inadvertent error in the specification of the cable wrap for GGAO12M.) These scan rates are about double and triple the rates for the usual IVS R1 schedule.

A problem that was not anticipated until observations were first made with an earlier proof-of-concept system at GGAO is the strong impact of the SLR aircraft avoidance radar on the VLBI system. The radar signal, at about 9.3 GHz, is strong enough to saturate, or even to damage, the VLBI front end. It is now recognized that the VLBI antenna must avoid pointing too close to the radar when the SLR system is tracking. This means that a cone of the sky with an opening angle of about 40 degrees must be excluded.

Six-hour sessions were scheduled for adjacent days in 2012 Oct. On the first day the SLR systems at GGAO did not observe, so the radar was off and a mask on the sky available to the VLBI observations was not required. On the second day the SLR system was observing, the radar was on, and the VLBI schedule avoided the danger zone. The same number of observations was obtained on the two days, but there is a decrease in geometric strength on the second day along the direction to the SLR system (azimuth 195°) due to the loss of scheduled observations in that direction.

Each of the four bands was sampled and formatted in an RDBE-H digital backend running FPGA code version 1.4 which produced eight 32 MHz channels in each polarization. The output from each RDBE was recorded on a Mark5C.

Phase calibration pulses were injected between the feed and the low noise amplifier to produce tones every 5 MHz in the spectrum.

### 3 Correlation and observable extraction

The data from the October sessions were correlated on the DiFX software correlator at Haystack Observatory. A separate correlation pass was required for each band, but both the polarization parallel-hands and cross-hands of a scan were correlated in that pass. For each scan fourfit was used to obtain a coherent fit to all phase and amplitude observables for all 1-second accumulation periods in the scan.

The instrumental delay from the pulse cal injection point to the digitization point was calculated within fourfit for each channel using all of the phase cal phases in that channel.

The estimation of the coherent amplitude, delay, and TEC difference was achieved using recent improvements in the program fourfit, and the new capabilities of the VGOS systems require additional steps.

The steps are:
- fourfit the four polarization correlation products separately for each band to obtain amplitude, delay, phase, and delay rate (16 values of each)
- merge the data from the four bands and polarization products into one file
- input an a priori station delay from the point of phase cal pulse insertion on the antenna to the digitization point in the control room based on the length of the cable
- input an a priori difference in TECs between the sites
- fourfit the merged data for each of the four polarization products for one or more strong sources to verify (or adjust) the station delays and to determine the phase and delay offsets among the bands
- fourfit the merged data for all bands of each of the polarizations to find the amplitude, delay, phase, and delay rate for the individual polarizations
- fourfit the merged data combining all bands and polarizations to form the Stokes I visibility and its associated amplitude, delay, phase, delay rate, and ∆TEC

The extracted observables were exported to GSFC where databases for the parallel hands and for I were generated by David Gordon; this required modification of the dbedit software in order to bring in the delay with ionosphere (charged particle dispersion) already estimated.

### 4 Analysis

The geodetic analysis was done using nuSolve, a new GUI-based program for editing and parameter estimation that is being developed by Sergei Bolotin of GSFC. nuSolve was used because of the potential to model the clocks and atmospheres as stochastic processes. However, for the period covered by this report the temporal modeling of these parameters was piece-wise linear (PWL). The estimated parameters for the results reported below are the position of GGAO12M, and atmosphere zenith delays and gradients and clock values for both sites. Various time intervals from 2
hours down to 10 minutes were tested for all of the atmosphere and clock parameters. This process was applied to the parallel-hands (H and V) and to I for both days. However, the H and V delay analysis did not include estimation of the ionosphere since the baseline is so short. On the other hand, the results for I are not presented in this report due to uncertainty in the correlation of phase errors and the ΔTEC estimate.

A series of trials with varying intervals for atmospheres, atmosphere gradients, and clocks indicated that consistent results and minimum RMS delay scatter could be obtained using 20-minute intervals for the atmosphere zenith delays and clocks and 40 minutes for the atmosphere gradients. The default constraints included in the nuSolve setup were not adjusted. Outliers were excluded in an iterative process of estimation, outlier rejection, and re-estimation, leaving approximately 140 of the original 178 points in the solution. These observations should be examined carefully to determine if the cause for being an outlier can be ascertained.

The delay uncertainties for all observations, not scaled for scatter in the phases, have a median value of less than one picosecond. Taking the scatter into account results in delay uncertainties of about 4 psec. After arriving at a set of estimated parameters and retained observations, the additional quadratically-added delay required to obtain chi-square per degree of freedom of 1.0 was calculated within nuSolve (a process known as re-weighting). The additive delay value for both days is about 12 psec. This is not unexpected due at least in part to the PWL parameterization of the atmosphere and clock values.

5 Results

The H and V polarization observables are statistically independent as far as system noise is concerned, and thus they provide two separate solutions. However, other sources of noise, such as the atmosphere delay, source structure and positions, and clock variations, are almost completely correlated. Therefore the agreement of the estimated parameters for H and V should be much better than the formal uncertainties.

The topocentric offsets from the mean position for GGAO12M, and the estimates of baseline length relative to the mean are shown in Figure 1. The agreement among the components and length for H and V is reasonable. The standard deviations of the four estimates (2 days, 2 polarizations) for the baseline length and for the Up component of GGAO relative to Westford are 1.3 mm and 0.7 mm, respectively. The standard deviations of the GGAO East and North components are 2.5 mm and 1.3 mm.

Delays obtained from the phasecal signals indicate that there is a large (~30 psec) dependence of the delays on the direction the antenna is pointing for both Westford and GGAO12M. If the variations were in the signal path from the receiver to the digital back end, the multitone delays would correct them. However, there is evidence that the variation occurs in the 5 MHz uplink cable, in which case the delays are not corrected. Most of the variation is in azimuth for Westford. Since azimuth-dependent delay errors primarily affect the horizontal position, this variation in delay with azimuth, coupled with a slightly different schedule on the two days, may be at least partly responsible for the larger scatter in the East component between the two days. Detection of this effect in the VGOS systems emphasizes the need for a cable delay calibration system.

6 24-hour session

On 2013 May 12 the first 24-hour session took place using GGAO12M and Westford. The session was run under Field System control with a setup identical to the sessions described above. Sources stronger than 0.2 Jy were observed with a minimum scan length set to 30 seconds. For some of the weaker sources the scans were as long as 48 seconds. This was the result of requiring a minimum SNR of 15 in each polarization for each band. Approximately 48 scans were observed per hour. In the completed correlation, out of the approximately 1136 total scans, only six were not detected. The first analysis effort will be to calibrate the fringe amplitudes to obtain correlated flux densities for comparison with expected values. A geodetic analysis will follow using nuSolve.

7 Plans

Regular observations using the 12m and Westford are scheduled to begin mid-2013, including participation in R1, RDV, and two-station VGOS sessions of the type described here. The correlation and data analysis chains (DiFX correlator/fourfit/solve) for the standalone Broadband observations (VGOS) and for the mixed Broadband-Mark4 observations (R1 and R4) need to be further developed and made operational.
Fig. 1 Adjustments to the topocentric position of the GGAO12M position and to the length of the baseline for H and V polarizations.
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VGOS RFI Survey

B. Petrachenko, B. Corey, C. Beaudoin

Abstract  Radio Frequency Interference (RFI) is one of the major risk factors for successful operation of the new VGOS broadband system. Strong RFI within the 2–14 GHz VGOS band could drive the receiver electronics into nonlinear operation and thereby degrade the system sensitivity at all frequencies. RFI survey data taken at 22 locations around the world have been analyzed to ascertain the likelihood this would occur. Much of the data is limited in angular and temporal coverage. To the extent the data represent faithfully the RFI environment, we find that, except at a few sites, RFI-driven nonlinear effects should not limit VGOS sensitivity, provided antenna pointing masks of order 10° in radius are placed around a few RFI sources.
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1 Background

VGOS-compatible receiving systems incorporate various approaches to reduce the detrimental effects of RFI over the 2–14 GHz input frequency range. These include flexible tuning of the downconverters, to avoid spectral regions of strong RFI, and high isolation between frequency channels, to reduce RFI spillover into adjoining channels. But if the RFI is sufficiently intense, it can saturate the frontend electronics and degrade the sensitivity over the full 2–14 GHz range.

The risk to successful VGOS operations from saturation by RFI was clearly recognized at the IVS VLBI2010 Workshop on Technical Specifications at Bad Kötzting, Germany, in March 2012. In response, the VLBI2010 Project Executive Group (V2PEG) initiated an investigation into the broadband RFI environment at potential VGOS sites. In the initial phase, sites were asked to submit any existing RFI-related data, without regard to the data format or how much of the 2–14 GHz range was covered. The intent was to get an impression of the severity of the RFI problem, especially with regard to the likelihood that a broadband frontend might saturate. Here we report the methodology and preliminary results of this initial phase.

2 RFI survey data

In the 12 months following the Bad Kötzting workshop, RFI information was received from the eight organizations listed in Table 1. Most organizations provided data for multiple locations, as shown in the table.

The data formats, frequency coverage, and data-acquisition methods were highly heterogeneous. RFI levels were reported in many different units, e.g., spectral power flux density (W m⁻² Hz⁻¹), antenna temperature (K), electric field strength (µV m⁻¹), and power (dBm). Sejong and the VLBA measured RFI levels with their VLBI antennas; all other surveys were done with special-purpose hardware, which consisted essen-

<table>
<thead>
<tr>
<th>Organization</th>
<th># Locations</th>
<th>Country</th>
<th>Freqs. (GHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IAR/BKG</td>
<td>1</td>
<td>Argentina</td>
<td>2–14</td>
</tr>
<tr>
<td>GSI</td>
<td>2</td>
<td>Japan</td>
<td>2.0–2.7, 9.72–9.90</td>
</tr>
<tr>
<td>IAA</td>
<td>3</td>
<td>Russia</td>
<td>1–14</td>
</tr>
<tr>
<td>Metsähovi</td>
<td>1</td>
<td>Finland</td>
<td>0.4–2.4</td>
</tr>
<tr>
<td>NICT</td>
<td>4</td>
<td>Japan</td>
<td>3–14</td>
</tr>
<tr>
<td>RAEGE</td>
<td>10</td>
<td>Portugal &amp; Spain</td>
<td>0.5–26.5</td>
</tr>
<tr>
<td>Sejong</td>
<td>1</td>
<td>Korea</td>
<td>1.87–2.87</td>
</tr>
<tr>
<td>VLBA</td>
<td>10</td>
<td>U.S.A.</td>
<td>0.3 to 16.1</td>
</tr>
</tbody>
</table>

Table 1  Summary of RFI information received
Fig. 1 RFI spectral power flux density statistics for spectra acquired at La Plata, Argentina, over one month. Shown, top to bottom, are maximum, 90\textsuperscript{th}-percentile, median, 10\textsuperscript{th}-percentile, and minimum values. Figure from Hase, Gancio, et al., 2013.

Initially of a horn antenna or small dish, an RF amplifier, and a spectrum analyzer. Three of the surveys covered at least 2–14 GHz, NICT spanned 3–14 GHz,\textsuperscript{1} and most of the others were restricted to portions of 0.4–2.7 GHz, where the strongest RFI is expected — see table 1. Most surveys were done along the horizon, with the antenna either scanned around 360\textdegree in azimuth or pointed in one, four, eight, or twelve discrete azimuth directions; the exception was the VLBA, where the antennas were pointed near the north celestial pole.

Individual spectra were acquired over seconds to a few minutes, typically with the spectrum analyzer set to record the maximum power observed at each frequency. For most surveys only a single spectrum per direction was provided. Given the time-variable nature of RFI, a more complete picture of the RFI environment can be obtained from repeated “snapshot” spectra accumulated over long time spans. Figure 1 presents an example of the statistical information that repeated measurements afford. It also illustrates that a system designed to withstand RFI at its maximum level must be far more robust than one designed for the 90\textsuperscript{th}-percentile level, say.

In this paper we focus on the likelihood that the observed RFI is strong enough to saturate a broadband frontend. Evaluating this risk entails two tasks:

- Calculating, from the RFI survey data, what the RFI level would be at the input to a VGOS frontend, and
- Identifying at what power level the frontend saturates.

We address these matters in the next two sections.

3 RFI power estimation

The RFI power at the frontend input (or, nearly equivalently, at the output terminals of the VLBI antenna feed) can be expressed as the product of two factors:

1. RFI spectral power flux density integrated over the frequency span of the RFI, and
2. effective collecting area of VLBI antenna.

The first factor is calculated from the RFI survey data. (Data reported in units other than spectral power flux density were converted to this unit with the aid of ancillary information.) The second factor we get from an empirical model, as described in this section.

If a VLBI antenna points directly at a source, the collecting area is typically 0.3–0.7 times the antenna geometrical area. But when an antenna is not pointed right at an RFI source, as is generally the case, the collecting area in the direction of the source is much smaller and is also nearly independent of the physical size of the antenna.

In the absence of maps of the sidelobe and backlobe patterns for VGOS antennas, we resort to empirical models. Figure 2 shows the ITU-R SA.509-2 model (ITU, 1998) for the far-field pattern of large, symmetrical, paraboloid antennas in directions θ > 1\textdegree away from the main beam. This model, which has been validated by pattern simulations and measurements, is commonly employed in RFI studies for telecommunications and radio astronomy. It is a conservative model in the sense that 90\% of the sidelobe peaks of a typical antenna should lie below the line in figure 2. Measured sidelobe levels generally agree with the model to within ~10 dB (ITU, 1998; Dhawan, 2002). For θ > 1\textdegree the pattern of most antennas is dominated by scattering off feed support struts or a subreflector and by direct radiation into the feed (spillover). As a result the sidelobe pattern at distances less than the antenna far-field distance (2–14 km for a 12m antenna at 2–14 GHz) is similar to the far-field pattern.

We assume the validity of this model in our analysis. Collecting area is related to gain by

\[ \text{area} = \text{gain} \times (\text{wavelength})^2 / 4\pi. \]

In our analysis the collecting area therefore depends only on direction relative to the main beam and on observing wavelength.

\textsuperscript{1} A highpass filter with 3.5-GHz cutoff was installed ahead of the amplifier in the NICT equipment to attenuate S-band RFI that might otherwise have saturated the amplifier.
ITU-R SA.509-2 empirical model for far-field sidelobe antenna gain of large (diameter > 100 wavelengths), symmetrical reflector antennas operating at 1–30 GHz. An isotropic antenna has gain 0 dBi.

Frontend saturation

Ideally, analog devices operate in the linear regime, where the output voltage varies linearly with input. In this regime, an input RFI signal at frequency $f_0$ appears in the output only at $f_0$. In the presence of strong RFI, however, the device response becomes nonlinear. In such circumstances the RFI appears in the output at harmonic frequencies $N f_0$; furthermore, intermodulation products may be generated between multiple RFI signals or between RFI and RFI-free spectral regions. Both effects raise the effective system temperature, and hence decrease the sensitivity, in spectral regions that might otherwise be free of RFI. At still higher RFI levels, the output may saturate (“clip”), and the sensitivity drop to zero.

Simulations (Beaudoin, Corey, and Petrachenko, 2010) of the effects of RFI on VGOS hardware demonstrate that nonlinear effects in a broadband low-noise amplifier (LNA) degrade the SNR by more than a few percent at all frequencies when the input power exceeds $IP_{1dB} = 10$ dB, where $IP_{1dB}$ is the LNA input 1-dB compression point. For the CITCRYO1-12A LNA used in the GGAO and Westford broadband receivers, $IP_{1dB}$ is nominally −70 dBW; other LNAs have similar values. We therefore identify −80 dBW as the input threshold that should not be crossed.\(^2\) Henceforth we refer colloquially to −80 dBW as the level at which the LNA “saturates”.\(^3\)

5 Results

In order to summarize all the data in a single plot, we initially ignore the direction dependence of the antenna gain and calculate, by the method outlined in section 3, the RFI power $P_{iso}$ received by a hypothetical antenna with isotropic gain. We did this calculation for the 2–4 strongest RFI signals at each site, excluding the VLBA.\(^4\) For La Plata, $P_{iso}$ was calculated for both the strongest maximum and 90th-percentile levels.

Results are shown in figure 3 for 1–15 GHz. Figure 4 shows the lower-frequency portion where the RFI is concentrated.

The assumption of 0 dBi antenna gain made in calculating $P_{iso}$ is valid only at $\theta = 19^\circ$, according to the ITU sidelobe model (see figure 2). By section 4, we require the received power be $< −80$ dBW. Therefore, for an antenna pointing $> 19^\circ$ away from an RFI source with $P_{iso} = −80$ dBW, the LNA will not saturate. This threshold is shown as a dashed horizontal line labeled $19^\circ$ in figures 3 and 4.

For pointing directions other than $19^\circ$, the sidelobe model in figure 2 and the LNA input limit of −80 dBW can be combined to produce figure 5. Shown in addition to the −80 dBW threshold for $\theta = 19^\circ$ is the −95 dBW threshold for $\theta = 5^\circ$. The latter threshold is also displayed in figures 3 and 4.

Discussion

Two points in figures 3 and 4 are above −80 dBW. The upper one labeled ‘J’ is so strong that, according to the ITU sidelobe model (see figure 2), the antenna may saturate when the antenna is pointed anywhere on the sky. The site where this RFI was observed has since been ruled out as a candidate VGOS site by the funding agency. The lower point labeled ‘O’ is caused by a nearby DORIS transmitter. Avoiding saturation from this signal would entail severely restricting the sky coverage of VGOS observations. Better alternatives include moving the transmiss-

\(^2\) Devices following the LNA may saturate at RFI levels that do not saturate the LNA itself. We assume here that such signals are removed by post-LNA filters, so that we need worry only about the LNA.

\(^3\) True saturation occurs at power levels more than 10 dB higher. −80 dBW is the level at which nonlinearity causes significant SNR degradation.

\(^4\) For this analysis we grouped the ten RAEGE locations into four “sites”: Yebes, Santa María and Flores islands in the Açores, and Tenerife in the Canary Islands.
Fig. 3 Power received by a hypothetical isotropic antenna from the strongest RFI signals measured at 16 globally distributed sites, each represented by a different letter. Dashed horizontal lines indicate maximum RFI power level for which LNA does not saturate if antenna is pointed further away from the RFI source than the indicated angle. See section 3 for additional explanation.

Fig. 4 Same as figure 3 except that frequency range is 1–4 GHz.

Fig. 5 LNA saturation threshold as a function of RFI level and direction toward RFI source relative to main beam. LNA is expected to saturate in regions above the solid line and not saturate below the line.

Two points in the figures are shown as lower limits because an S-band bandpass filter of unknown attenuation at the RFI frequencies was present ahead of the LNA, and the 3.5-GHz highpass filter in the NICT equipment suppressed RFI below 3 GHz by an unknown amount. The RFI at these two sites may therefore be much worse than is portrayed in the figures.

The power level of the other RFI signals in the figures is low enough that saturation can be avoided ~90% of the time by staying 1° – 15° away from each source, depending on the level. However, this conclusion and the \( P_{iso} \) levels on which they are based depend critically on several factors including

1. survey power measurement accuracy,
2. accuracy of conversion to power flux density,
3. RFI bandwidth estimation accuracy,
4. antenna sidelobe gain pattern accuracy,
5. degree of completeness of survey sky coverage, and
6. degree of temporal variability of RFI.

Cumulative errors from the first three factors should be \(<5–10\) dB, and averaged over sites they should not bias the estimated power levels one way or the other. An error in the assumed sidelobe pattern will bias the levels for all sites in the same direction, but the bias should be <10 dB. Incomplete angular or temporal coverage can cause underestimation of the worst-case RFI. Surveys along the horizon will miss airborne or satellite RFI.

There are two other potential threats besides saturation that RFI can pose to VGOS. The first is damage to the LNA if the input power level is too high. The LNA damage threshold is typically of order ~20 dBW, or 60 dB higher than the saturation threshold defined here.

The strongest RFI seen in the surveys (‘J’ in figure 4)
would yield –33 dBW at the LNA input if the antenna were pointed 1° from the source. Pointing closer to the source than 1° should be avoided to prevent damage.

The other threat is the more customary one of RFI in the observing band raising the system temperature, even when the system operates perfectly linearly. The sensitivity of these survey data is too low to detect RFI that would double the temperature, say, unless the RFI is extremely narrowband.

7 Conclusions and future work

With a few exceptions, RFI was found to be weak enough that, at worst, a pointing mask of radius < 15° applied toward the stronger offenders should prevent LNA saturation at most sites.

Given the limited temporal and angular coverage of most of the surveys, definitive conclusions about individual sites are not possible. Our results are encouraging, however, and indicate that saturation from 2–14 GHz RFI is not a serious threat to broadband VGOS observations at most sites.

The strongest RFI is below 3 GHz. One scenario for observations during the transition from S/X to VGOS is to have the VGOS antennas at the low-RFI sites observe with legacy S/X systems at S/X and, in separate sessions, with high-RFI VGOS antennas above 3 GHz. Eventually, once the tie between VGOS and S/X networks is well established, all VGOS observing would move to above 3 GHz.

Survey data have been submitted from additional sites since March 2013, and further submissions are encouraged, including from sites where the initial data were limited. As broadband VGOS antennas come on line, data taken with them will also be of great interest. We will update the analysis as new data arrive.
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New VLBI2010 scheduling options and implications on terrestrial and celestial reference frames

J. Böhm, C. Tierno Ros, J. Sun, S. Böhm, H. Krásná, T. Nilsson

Abstract We apply the newly developed source-based scheduling approach in the Vienna VLBI Software (VieVS) to run a series of tests with Monte-Carlo simulations. We find that increasing the number of stations from 16 to 24 and 32 in a VLBI2010 network improves the Earth orientation parameters estimated from 24-hour sessions by roughly 10% and 20%, respectively. On the other hand, we do not find an improvement of the 3D position rms of the individual stations with larger networks. As expected due to the larger number of observations, the formal uncertainties of terrestrial and celestial reference frame coordinates are improved by about 20% with 24 compared to 16 stations in the network, but we also find non-zero mean reference frame coordinates which are probably due to the small number of 25 simulated sessions. Finally, the investigations show that baseline length repeatabilities are improved if we raise the cutoff elevation angle from 5 to 10 and 15 degrees in a 16-station network.

Keywords VieVS, VLBI2010, Scheduling, Terrestrial and Celestial Reference Frames

1 Introduction

The Vienna VLBI Software (VieVS) has been developed at the Department of Geodesy and Geoinformation (GEO) at the Vienna University of Technology since 2008. It is written in Matlab, and it has been equipped recently with scheduling and simulation tools as well as with the ability of running global solutions (Böhm et al., 2012).

In terms of scheduling, the so-called source-based approach has been added to the classical station-based approach which is also implemented in SKED, the scheduling software maintained at Goddard Space Flight Center. Source-based scheduling in VieVS has been initiated following an idea by Bill Petracken and Anthony Searle (both Natural Resources Canada) and it implies that always a certain number of equally distributed sources on the sky is selected for observation. In case of source-based scheduling with two sources, the sources are on opposite parts of the celestial sphere, and in case of source-based scheduling with four sources, they are at the corners of a regular tetrahedron (Sun, 2013).

Compared to the classical station-based approach, source-based scheduling has some advantages and disadvantages. It is faster because there are not so many options to be tested, and it automatically results in a good global distribution of sources on the celestial sphere. On the other hand, source-based scheduling does not optimize the sky distribution above the individual sites; however, a good coverage of the celestial sphere typically implies a good sky distribution above the stations. With more and similar (VLBI2010-) stations in the future source-based scheduling will become more important. The more telescopes participate in a session, the more sources should be observed at a time (i.e., four instead of two).

In this study, we apply the source-based scheduling approach with four sources to answer the following questions: what is the impact of increasing the network size from 16 to 24 or 32 stations on the terrestrial and celestial reference frames and on the Earth orientation parameters (Section 2)? How does the repeatability of baseline lengths and station coordinates change if we raise the cutoff elevation angle from 5 to 10, 15, or 30 degrees (Section 3)?
2 Increasing the network size

We start with a network of 16 fast VLBI2010 antennas (slew rates of $12^\circ/s$ and $6^\circ/s$ in azimuth and elevation, respectively, slew acceleration of $12^\circ/s^2$ in both axes) and then add more stations of the same type to realize a 24- and a 32-station network (see Figure 4 for the distribution of the sites). The global distribution of stations is quite uniform in all three cases.

For scheduling, we use a list of 211 radio sources with a positional accuracy of better than 200µas, with an X-band structure index lower than 3, and which are stronger than 0.25Jy at both X- and S-band. The same System Equivalent Flux Density (SEFD) of 2500 is used for all antennas, and the data rate is 8 Gbps (assuming a bandwidth of 128 MHz, a sample rate of 256 MHz, 16 channels, and 2 bits quantification). A minimum SNR of 20 and 15 is required in the schedules for X- and S-band, respectively, and 5/20 seconds are set as minimum/maximum for the scan lengths.

We apply source-based scheduling with four sources observed at a time and a cutoff elevation angle of 5 degrees to create schedules for all three networks. Then we run the VieVS simulator (Pany et al., 2011) to create 25 24-hour simulated observation files for each network. We simulate the reduced observation vectors (observed – computed) as sum of slant tropospheric delays, clock random walk series, and white noise per baseline observation. For the description of the tropospheric delay, we apply the turbulence model as proposed by Nilsson et al. (2007) with station-dependent Cn values (Nilsson and Haas, 2010) and constant scale heights of 2 km at all stations. For the simulation of the clocks, we assumed a random walk process with an Allan Standard Deviation (ASD) of $1 \cdot 10^{-14}$@ 50 minutes, and the values of white noise added per baseline observation have a standard deviation of 8 ps.

In the least-squares estimation, we estimate zenith wet delays every 15 minutes, and gradients and clocks every 60 minutes as piecewise linear offsets. A full set of Earth orientation parameters (EOP) is estimated once per 24-hour session. In a first solution, station coordinates are estimated once per 24-hour session with no-net-rotation and no-net-translation (NNR/NNT) conditions on all stations in the network and with the source coordinates fixed. In a second solution we estimated terrestrial and celestial reference frames globally from all 25 sessions of the 16- and 24-station network with NNR/NNT on the same 16 stations and NNR on all sources with more than 100 observations.

As expected, the repeatability (standard deviation) of the Earth orientation parameters (polar motion, UT1-UTC, and nutation) estimated per 24-hour session improves considerably when using larger networks (see Figure 2). Compared to the 16 station network, we find a mean improvement of 8 % for the 24-station network, and a 26 % improvement for the 32-station network.

Next, we use the session-wise estimates of station coordinates to calculate their 3D position root-mean-square (rms) values. Figure 3 shows these values for those 16 stations which are participating in all three networks together with the corresponding numbers of observations. It is interesting to note that - although there are more observations with more stations in the larger networks - the median 3D position rms value over the same 16 stations does not significantly change. It is 1.2 mm, 1.3 mm, and 1.2 mm for the networks with 16, 24, and 32 stations, respectively.
3 Raising the cutoff elevation angle

The source-based scheduling approach is well suited to raise the cutoff elevation angle, because with four sources equally distributed on the celestial sphere, at least one source should be observable at a relatively high elevation angle. We take the 16-station network and create schedules for 10, 15, and 30 degrees elevation cutoff angles in addition to 5 degrees. Running Monte-Carlo simulations with 25 realizations, we find the best 3D position rms values for cutoff angles of 10 and 15 degrees. The median 3D rms values are 1.0, 0.9, 0.9, and 2.0 for cutoff angles of 5, 10, 15, and 30 degrees, respectively. Figure 6 shows a significant improvement in baseline length repeatabilities with a cutoff angle of 10 degrees compared to a cutoff angle of 5 degrees. This underlines, that very low observations (below 10 degrees) are difficult to model due to effects of turbulence. And with more stations available, it is possible to do better without those observations because there are enough common visibilities.

4 Conclusions

Applying the Vienna VLBI Software (VieVS), we created schedules following the newly developed source-based scheduling approach with four sources observed at a time and ran Monte-Carlo simulations. We find that increasing the number of stations in the network (from 16 to 24 and 32 stations) improves the Earth orientation parameters estimated in 24-hour sessions, but it does not improve the 3D position rms of the individual stations. Moreover, we showed that increasing the cutoff elevation angle from 5 to 10 and 15 degrees elevation improves baseline length repeatabilities in a 16-station VLBI2010 network.

5 Acknowledgements

The authors would like to thank the Austrian Science Fund (FWF) for supporting this work within projects Integrated VLBI (P23143), GGOS Atmosphere (P20902), and SCHED2010 (P21049).
Fig. 4 Difference in the terrestrial reference frame coordinates with the 24-station network compared to the 16-station network. Radial, east, and north components are shown with respect to latitude. It is interesting to note that all north components are positive in the southern hemisphere.

Fig. 5 Difference in the celestial reference frame coordinates with the 24-station network compared to the 16-station network. Right ascension and declination are shown with respect to declination of the source.
**Fig. 6** Improvement in baseline length repeatability with a cutoff angle of 10 degrees compared to 5 degrees. The baselines are ordered by length.
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An Overview of Geodetic and Astrometric VLBI at the Hartebeesthoek Radio Astronomy Observatory

A. de Witt, M. Gaylard, J. Quick, L. Combrinck

Abstract For astronomical Very Long Baseline Interferometry (VLBI), the Hartebeesthoek Radio Astronomy Observatory (HartRAO), in South Africa operates as part of a number of networks including the European and Australian VLBI networks, global arrays and also space VLBI. HartRAO is the only African representative in the international geodetic VLBI network and participates in regular astrometric and geodetic VLBI programmes. HartRAO will play a major role in the realization of the next generation full-sky celestial reference frame, especially the improvement of the celestial reference frame in the South. The observatory also provides a base for developing the African VLBI Network (AVN), a project to convert redundant satellite Earth-station antennas across Africa to use for radio astronomy. The AVN would greatly facilitate VLBI observations of southern objects. We present an overview of the current capabilities as well as future opportunities for astrometric and geodetic VLBI at HartRAO.

Keywords VLBI, Astrometric, Geodetic

1 Introduction

What is now the Hartebeesthoek Radio Astronomy Observatory was originally built in 1961 by NASA (National Aeronautics and Space Administration) as a tracking station for its probes that were being sent to explore space beyond Earth orbit. The facility was operated by the South African Council for Scientific and Industrial Research (CSIR) on behalf of NASA, and was known as the Deep Space Instrumentation Facility 51, later Deep Space Station 51 (DSS51). After the closure of DSS51 in 1974 it became a radio astronomy observatory, operating under first the CSIR, then the Foundation for Research Development (FRD), which became the National Research Foundation (NRF) in 1999.

The HartRAO 26-m telescope has always been the only operational radio telescope in Africa that has geodetic VLBI capability and operates as part of the international geodetic VLBI network. HartRAO is also a crucial station in ground-based VLBI networks achieving sub-milliarcsecond astrometric accuracy and regularly operates as part of VLBI and e-VLBI observations. Recent years has seen the implementation of a new telescope system at HartRAO and we are expanding our efforts toward further developments that would benefit astrometric and geodetic VLBI work. We present an overview of the current VLBI instrumentation, capabilities, observing programmes and research at HartRAO, as well as possible future opportunities and contributions.

2 Current HartRAO Radio Telescopes available for VLBI

2.1 The HartRAO 26-m Telescope

The HartRAO 26-m telescope is an equatorially mounted 85-foot (26-m) Cassegrain design built by Blaw Knox in 1961 and provides a multi-frequency VLBI capability unique in Africa. Being an equatorially mounted telescope, it is constrained by mechanical limits in the south and north, and the local topography in the north-east and south-west. The absolute northern declination limit is +45 degrees. The antenna has a slew rate of 0.5 deg/s on each axis and receivers operating at 1.3, 2.5, 3.5, 4.5, 6, 13 and 18 cm. A 2-cm receiver is in development. For dual-frequency
(2.3 / 8.4 GHz) geodetic VLBI a dichroic reflector is manually installed above the 2.3-GHz and 8.4-GHz receivers to permit simultaneous observation at the two frequencies.

The HartRAO 26-m telescope was upgraded and resurfaced by NASA in 1965-7 to raise the operating frequency from 0.96 to 2.3 GHz, and was again resurfaced with solid panels ten years ago in 1998-2005 to provide an rms surface error of 0.5 mm at zenith. An uncooled single-feed 22-GHz wavelength receiver was installed on the 26-m telescope in 2007 to test the performance of the antenna at this very short wavelength. The current uncooled 22–24-GHz test and evaluation receiver is VLBI capable although it has a high noise temperature (200 K). Operational K-band at 22 GHz for VLBI purposes is potentially achievable on the 26-m telescope, but an improved pointing model and a cryogenic K-band receiver is desirable to improve sensitivity. Further evaluation of performance at 22 GHz awaits the completion of a higher accuracy readout system for the subreflector tilt in order to determine the variation of gain with subreflector position. Active re-focusing of the subreflector as a function of antenna position may help to reduce gain variation with position. The backing structure of the telescope also remains more flexible than required, so at 22 GHz the performance falls off substantially away from zenith, and the antenna deformation away from zenith needs to be measured more accurately.

2.2 The HartRAO 15-m Telescope

The 15-m alt-azimuth mount telescope at HartRAO is a conversion of the eXperimental Development Model (XDM) telescope built in 2007 as a prototype for the Karoo Array Telescope (KAT). It has been converted for operational use with concentric 2.3- and 8.4-GHz feeds and cryogenic receivers. Several full duration (24 hour) geodetic VLBI experiments have been carried out successfully operating in parallel with the HartRAO 26-m telescope. It has also successfully participated in an astronomical VLBI and spacecraft VLBI on the Venus Express in orbit around Venus. The HartRAO 15-m telescope is now regarded as commissionable for VLBI and will take over most of the standard geodetic VLBI at HartRAO, with only S/X observations requiring high sensitivity being done on the 26-m telescope. For geodetic purposes the HartRAO 15-m telescope has the following advantages:

1. Its ability to observe down to the horizon in all directions enhances the geodetic capability compared to the equatorial-mount 26-m telescope at HartRAO, which has a large blind segment below the South Celestial Pole (SCP). The 15-m telescope can do complete circumpolar tracks on sources within about 23 degrees of the SCP.
2. The HartRAO 15-m telescope has a SEFD of about 1050 Jy at S-band (2.3 GHz) and 1400 Jy at X-band (8.4 GHz). The reduced sensitivity at X-band is because the antenna was originally designed only for L-band operation up to 1.7 GHz. For comparison the SEFDs of the HartRAO 26-m telescope is 1200 Jy at S-band and 850 Jy at X-band (the sensitivity is degraded by the current dichroic reflector). By comparison the SEFD of the Auscope 12-m antennas is 3500 Jy in both bands (McCallum et al., 2012).
3. The 15-m telescope does not have the current commitments to astronomical VLBI and single-dish research of the 26-m telescope and will thus be available almost exclusively for geodetic and astrometric VLBI.
4. The HartRAO 15-m telescope has a slew rate of 2 deg/s in azimuth and 1 deg/s in elevation compared to the 0.5 deg/s on each axis of the HartRAO 26-m telescope. Observing schedules on the HartRAO 15-m telescope can be much better optimized than those including the 26-m telescope.

2.3 Near Real-Time VLBI for Geodesy

The networking capability at HartRAO is such that we are already involved in near real-time measurements of Earth Orientation Parameters (EOP). The HartRAO 26-m telescope participates in a test VLBI programme designed to provide an ultra-rapid measure of EOP, where data are streamed to a correlator at Tsukuba immediately after each observation completes and while the telescope is slewing to the next source. This test VLBI programme previously used just three telescopes, namely the 32-m Tsukuba telescope (Japan), the 20-m Onsala telescope (Sweden) and the 12-m Auscope telescope at Hobart (Tasmania). The inclusion of HartRAO in these observations produces long east-west baselines in the Southern hemisphere, which provide the differential Earth rotation rate, as well as more long north-south baselines, which provide the Earth’s axis orientation parameters. In December 2012 the HartRAO 15-m telescope successfully participated
in a 35 hour duration ultra-rapid VLBI and even longer ones in January 2013.

3 Future Considerations for VLBI Capable Radio Telescopes

3.1 The African VLBI Network

The AVN is a project to build an African VLBI network by converting redundant satellite Earth-station antennas across Africa to use for radio astronomy. The AVN would greatly facilitate VLBI observations of southern objects. HartRAO provides a base for developing the AVN, both for hardware development and technical and scientific human capacity development. We are also currently developing the specification for potential new build AVN antennas.

3.2 Telkom 32-m Antennas

The Telkom Satellite Earth Station 3 km south of HartRAO has three 32-m antennas, designed for 4- to 6-GHz (C-band) operation, that are no longer commercially viable, most traffic having moved to fibre optic links. If one (or more) of these could be made available and converted for astronomical use, it could operate as a single dish or as a part of a two or three element interferometer with the HartRAO telescopes and as part of larger VLBI networks. A Telkom 32-m antenna equipped for C-band would make an excellent testbed for the conversion process for the similar antennas being acquired for the AVN. In addition we would also like to test the 32-m dishes for potential Ka-band operation and possibly Ka band. Astrometric programs to extend the International Celestial Reference Frame (ICRF) to radio frequencies higher than S- and X-band is underway and NASA is also migrating its space communications and navigation capabilities to the Ka-band region of the radio spectrum (e.g. Lanyi et al., 2010). Calculations from the antenna specifications of the Telkom 32-m antennas suggest that in ideal conditions the aperture efficiency would be 0.48 at 22 GHz and 0.30 at 32 GHz.

3.3 VGOS Antennas

Implementation of radio telescopes compliant with the VLBI2010 Global Observing System (VGOS) at HartRAO will be necessary to remain competitive in the geodetic VLBI field in the longer term. HartRAO is the only African representative in the international geodetic VLBI network and the network will be weakened considerably should we not be able to meet VGOS requirements. HartRAO has begun initiatives to obtain funding locally and internationally. We are carrying out a geological site survey and a radio frequency interference (RFI) survey to identify a suitable location at HartRAO.

4 VLBI Instrumentation and HartRAO

All the installed receivers on the HartRAO 26-m telescope are VLBI-capable, as is the cryogenic S/X-band receiver on the 15-m telescope. The local oscillator systems are phase-locked to a hydrogen maser frequency standard. The two telescopes can run VLBI in parallel. At the moment HartRAO has three recording terminals. The original, analogue Mark5 terminal is capable of recording at 1024 Mbps to a Mark5B recorder. We also have two new, digital DBBC terminals capable of 2048 Mbps to Mark5B+ recorders. We are currently using the analogue terminal but are in the process of switching to the digital terminals now that support for them in the Field System has been released. Data are recorded on disk packs in a Mark 5B and a Mark 5B+ recorder. A third Mark 5B+ is used for diskpack conditioning and e-shipment of VLBI data. There is a 10 Gb/s international network connection for real-time eVLBI and for e-shipment of VLBI data.

5 HartRAO Research Programmes Involving Astrometric and Geodetic VLBI

The National Research Foundation (NRF) in South Africa signed an agreement to join the Joint institute for VLBI in Europe (JIVE), which correlates the data from the European VLBI Network (EVN) and provides support for EVN science. The partnership in JIVE provide exciting opportunities for future research, as well as making more available a considerable pool of exper-
tise in VLBI which will likely prove invaluable in the
development of the AVN.

HartRAO joined the International Astronomical
Union (IAU) working group on the next generation
ICRF, which is the ICRF-3. HartRAO is involved
in various astrometric projects of reference sources
toward the improvement of the ICRF in the south.
Efforts are also underway to increase the number of
known calibrator sources in the south, in particular the
LBA calibrator survey (LCS). This survey has already
produced a significant improvement at an observing
frequency of 8.4 GHz (Petrov et al., 2011). HartRAO
has taken part in numerous observations for the LCS,
and is also involved in the imaging of the sources from
the LCS experiments (de Witt and Bietenholz, 2012).

HartRAO is part of the TANAMI (Tracking
Active Galactic Nuclei with Austral Milliarcsecond
Interferometry) collaboration including follow-up
observations from the Large Area Telescope on the
Fermi Gamma Ray Space Telescope (FERMI-LAT),
and has previously collaborated on radio follow-ups of
discoveries of the High Energy Stereoscopic System
(H.E.S.S.) in Namibia. HarRAO is also involved in
early science groups of the RadioAstron Space-VLBI
satellite on AGN as well as masers and pulsars.

6 Technical Developments at HartRAO
to Support the Science

We are expanding our efforts to determine and moni-
tor the terrestrial positions for the HartRAO telescopes
relative to the other geodetic equipment and monumen-
tation. We are adding permanent targets to HartRAO’s
15-m and 26-m radio telescopes to allow frequent and
regular monitoring of positions of the telescopes at the
sub-mm level. We have constructed extra calibration
target pillars for the satellite lunar ranger (SLR) on
the bedrock east of the SLR. We are investigating an
electronic distance measuring (EDM) system to permit
continuous monitoring of the three-dimensional posi-
tions of the telescopes, the co-located geodetic instru-
ments and the calibration target pillars to comply with
the Global Geodetic Observing System (GGOS) accu-
ricy target.

Currently, in order obtain dual-frequency S/X ob-
servations, a dichroic reflector must be manually in-
stalled on the HartRAO 26-m telescope. The current
dichroic system somewhat degrades 8.4-GHz perfor-
ance (to 70% of normal) and greatly degrades 2.3-
GHz performance (to 30% of normal). An improved
dichroic reflector system would let us regain much of
the lost sensitivity, and automating the dichroic po-
positioning would reduce lost time and remove a regu-
lar safety hazard. Designing and building an improved
dichroic system has long been considered at HartRAO.

Previously mentioned developments that would
benefit geodetic and astrometric VLBI work include
a cryogenic 22-GHz receiver for the HartRAO 26-m
telescope, the use of K- or Ka-band receivers on
one of the Telkom 32-m antennas near HartRAO,
the implementation of a VGOS compliant system
at HartRAO and AVN antennas that can potentially
participate in astrometric observations.
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Abstract The Wettzell RFI-Monitoring system was developed to monitor radio frequency interference at existing and potential VLBI sites. It was used at the Instituto Argentino de Radioastronomía (IAR) in La Plata, Argentina, to evaluate a future site for the Transportable Integrated Geodetic Observatory (TIGO). A 24h/7d survey was conducted during September and October 2012. This huge data set required the development of a specific analysis strategy and data representation. The results of this survey revealed, that IAR is a suitable site for geodetic VLBI observations: most of the present RFI signals occur sporadically and may take away less than 5% of the observation time; moreover VLBI receivers will not be saturated.

Keywords RFI monitoring, VLBI sites, TIGO

1 Motivation

The existing global VLBI network infrastructure is lacking radio telescope installations especially in the Southern hemisphere. The German Transportable Integrated Geodetic Observatory (TIGO) of the Bundesamt für Kartographie und Geodäsie (BKG) is one initiative to improve the global distribution of geodetic observatories. Since 2002, TIGO has been operating in Concepción, Chile, within the context of technical and scientific cooperation. After Chilean partner universities have withdrawn from the TIGO project, BKG needs to find a new project partner. A proposed site for the future operation of TIGO is the Instituto Argentino de Radioastronomía near the city of La Plata. Prior to the decision about the proposal the suitability of this site for VLBI and SLR observations has to be evaluated. As far as VLBI is concerned it is essential to know the use of the electromagnetic spectrum in the vicinity of the urban region of La Plata and Buenos Aires. Therefore BKG and IAR conducted a measuring campaign with their radio frequency interference (RFI)-monitoring equipments during the period June to October 2012.

2 Equipments

Radio frequency interference monitoring requires a radiometer capable to measure the amplitudes and frequencies of signals above noise floor within a given spectral range. The ideal equipment to realize this monitoring would be radio telescopes with cryogenic cooled receivers, but previous to the costly installation of a radio telescope, mobile RFI monitoring systems are used for a site evaluation, although their technical performance is minor compared to a fully equipped VLBI-radio telescope. The RFI monitoring system permits quantitative measurements about the presence or absence of man made noise. A qualitative analysis can be done, if the measuring system includes a noise calibration system. With a careful selection of low noise components, such as amplifiers, cables and spectrum analyzer, the thermal noise of the measuring system must be minimized. Two systems were available for the evaluation: (a.) BKG Wettzell RFI Measurement System, (b.) IAR La Plata RFI Measurement System.
Fig. 1 Block diagram of the Wettzell RFI monitoring system.

2.1 BKG Wettzell RFI Measurement System

This system was developed for VLBI2010 site investigations and is described in (Kronschnabl 2012). Fig. 1 shows a block diagram of the components. It uses a Rohde & Schwarz HL024A1 antenna covering the frequency range from 1-18 GHz in a beam of approximately 40 degree, hosting two low noise amplifiers supplying two output signals of horizontal and vertical polarisation. The antenna box contains also an input signal for the noise calibration diode NC346B. The receiver box contains a relay with a combiner in order to produce a mixed output of both vertical and horizontal polarisation as an alternative to the individual polarizations. Later on the signals are finally registered and displayed with a spectrum analyzer Rohde & Schwarz FSL18. A control computer is used to setup the spectrum analyzer, to record its images and to switch on/off the noise diode. Once the antenna is pointed manually to one direction at the horizon, the data acquisition runs automatically.

2.2 IAR La Plata RFI Measurement System

This system was developed for SKA site investigations in Argentina (IAR-Report-110 (2012)). Therefore its frequency range is limited to 2-8 GHz. (With the exchange of two low noise amplifiers and cables it covers an extended range to higher frequencies up to 18 GHz.) The antenna is a dual ridge horn type, Emco 3115, supporting the range of 1-18 GHz. It delivers one linear polarization. Rotating the antenna by 90 degree enables the measurement of horizontal and vertical polarization. The antenna is mounted on a pedestal azimuthally by computer controlled motor drives. The pedestal is a fixed installation at La Plata. The noise calibrator is realized by a 50 Ohm reference load. The signals are registered with a spectrum analyzer HP9583E. The system is fully automated and secured by an uninterruptable power supply.

3 Measurements

3.1 Flux density

Among many ways of expressing energy received by a receiving system, we chose the flux density with the unit dBWm\(^{-2}\)Hz\(^{-1}\). This unit can be easily related to the radio source flux density of VLBI observations which is expressed in Jansky 1 Jy = 10\(^{-23}\)Wm\(^{-2}\)Hz\(^{-1}\) = 260dBWm\(^{-2}\)Hz\(^{-1}\) = 230dBm\(^{-2}\)Hz\(^{-1}\). The flux density of the electromagnetic spectrum can be written after (Millenaar 2006)) as

$$S_{dB} = P_{S,A_{d,bn}} - 10\log(B_S) - G_{R,db} + k_{A,db} - 35.77$$

with

$$S_{dB} = \left[ \frac{dBW}{m^2Hz} \right]$$

$$P_{S,A_{d,bn}} = \text{power in dBm read at spectrum analyzer}$$

$$B_S = \text{resolution bandwidth = setto30kHz}$$

$$G_{R,db} = \text{receiver system gain}$$

$$k_{A,db} = 20\log(f_{MHz}) - G_{d,db} - 29.79$$

with

$$f_{MHz} = \text{ant. frequency = 2000...14000MHz}$$

$$G_{d,db} = \sim 7\text{dB}$$

From equation 1 follows, that for the determination of the flux density only two measures have to be taken: the amplitude per frequency from the spectrum analyzer of the targeted direction \(P_{S,A_{d,bn}}\) and the calibrated gain of the system \(G_{R,db}\). The other parameters are settings or conversion factors.

The RFI measurement systems used in the evaluation have uncooled wide beamwidth antennas. Pointing to the horizon at least half of the beam pattern intersects with the ground and raises the system temperature to higher levels than those that are typical for the VLBI radio telescope. Moreover without a reflector the antenna gain is low and the RFI signals may not stand out far enough above the noise floor (which is composed by ground pickup and amplifier noise). However, with the collected data it is possible to conclude, whether
the detected signals above noise floor will saturate the LNA used in VLBI radio telescopes or not.

3.2 Setup and yield of RFI measurements

Once the Wettzell RFI measurement system had arrived at IAR in La Plata a comparison between both systems was carried out. It was confirmed that both systems detected the same signals in the overlapping frequency range. The advantage of the Argentinean system was its computer controlled pedestal which enabled 24h/7d measurements, while the German system had the advantage of covering the full spectral range of interest from 2-14 GHz. Therefore, it was decided to temporarily mount the Wettzell equipment on the La Plata pedestal in order to carry out an almost continuous measurement for one month (s. fig. 2). The spectrum analyzer was set to 30 kHz resolution bandwidth in order to pick up any possible narrow band signal. The spectrum 2-14 GHz was subdivided into 1 GHz wide bands. Each subband required 2.5 seconds sweep time; hence 12 subbands needed 30 seconds. The antenna beamsize of about 40 degree suggested to use eight pointing directions (N, NE, E, SE, S, SW, W, NW). Together with the calibration an entire azimuth scan registering the spectrum 2-14 GHz needed 15 minutes. The yield was 96 azimuth scans per day respectively 768 spectrum analyzer images each with 9600 amplitude data points (spaced by 1.25 MHz). Thus, within 30 days of measurements (September 14 to October 14, 2012), a total of 21776 images of the spectrum analyzer respectively 209 million data points had been registered.

4 Analysis and results

The analysis of the huge amount of collected data took several steps. Firstly the calibration data was applied to the spectrum analyzer readings according to equation 1. Secondly, a statistical method was applied to all the monitoring data regardless of the antenna pointing direction. The measured signal amplitude data was superimposed and five parameters were identified: maximum, 90-percentile, median, 10-percentile and minimum. (The maximum and minimum are equivalent to the max hold and min hold button at the spectrum analyzer throughout the measured period.) This quantitative approach revealed, that radio interference is present almost throughout the entire spectrum during the period of 30 days. The maximum level was up to 50dB significantly above the minimum noise level. However, the 90-percentile line shows where 90% of the amplitude measurements are equal or less. Thus, it is an indicator for the temporary or continuous nature of a signal. The median value shows the value which is in the middle of measured samples. It means that half of measured signals are found above that line and half below.

Fig. 2 Foto of pedestal mounted on the roof of the operation house with the broadband antenna from the Wettzell RFI monitoring system. This configuration was used almost continuously from September 14 until October 14, 2012.

Fig. 3 Flux density vs. frequency from 21776 measurements at IAR La Plata during September 14 - October 14, 2012.

Fig. 3 shows fluctuation of the noise floor with some signals peaking out of it. A filter of $+6\,\text{dB} > \text{median}$ was applied as a criteria to discriminate noise from an interference signal. The result of this process applied to all measurements is shown in fig. 4. Fig. 4 shows strong peaks at 5.16 and 5.8 GHz which are related to a local internet link from IAR to the National University of La Plata. Below that frequency the other interfering signals are related to wireless lan above 2.4
Fig. 4 RFI detections based on a filter $+6 dB > \text{median}$. The upper plot shows the absolute number of detected RFI events during one month, the lower plot shows the percentage of the overall measurements in all directions.

Fig. 5 Azimuth direction vs. observed spectrum. The amount of detected events is correlated with the directions in which urbanized areas are located. The Southern direction points to a rural area and less events have shown up.

Fig. 6 S-band 2.0-3.0 GHz. Some interference is present at 2.4-2.7 GHz and 2.8-2.9 GHz. The VLBI band 2.2-2.35 GHz does not contain any continuous interference signal.

Fig. 7 S-band 2.0-3.0 GHz. The colour-coded antenna directions show, that most of the interfering signals are directional. The wifi signal at 2.4 GHz is omnidirectional and locally generated. The VLBI-frequencies at 2.2-2.35 GHz are not disturbed.

GHz, Wimax above 2.5 GHz, mobile telephone frequencies (LTE) above 2.6 GHz and air radar systems between 2.7 and 2.9 GHz. Interference signals are also visible at 3.7-3.9 GHz, 8.80-8.85 GHz.

How is the relation between the eight observed directions and the detected radiation? To answer this question the azimuth direction was plotted versus the observed spectrum. Fig. 5 shows the observed directions. The city of Buenos Aires is located in the North-West of the monitoring site at IAR, the city of La Plata lays in the East and in the South direction we find rural areas. As indicated in fig. 5 the presence of detected signals is correlated with urbanized areas. This result can be considered typical for sites near urban regions.

Fig. 6 and fig. 8 give a closer look to the S-band and X-band. The colour-coded directions in fig. 7 and fig. 9 show, that those signals are directional and may possibly limit the applied elevation mask in VLBI-observations. However, the observed S-band spectrum and observed X-band spectrum tend to be free of interference signals in the corresponding spectrum.

5 Conclusions

A RFI-monitoring system for 1-18 GHz was developed at the Geodetic Observatory Wettzell and was used in an automated measuring campaign at IAR La Plata for 30 days. In the frequency range of 2-14 GHz 21776 radiation images were taken and processed. The most important findings are: The largest interference signal was caused by a local internet radio link at the IAR site. This is not a problem because this signal will be switched off as soon as a cable connection will have
RFI Observations at IAR La Plata

Fig. 8 X-band 8.0-9.0 GHz. Some interference is present in the VLBI band 8.1-8.9 GHz at 8.80-8.85 GHz.

Fig. 9 X-band 8.0-9.0 GHz. The colour coded antenna directions indicate, that the signal at 8.82 and 8.85 GHz are directional and can be filtered out by an adjustment of the elevation mask in those directions if necessary.

been intalled. Interference signals exist in the range of 2.4-2.9 GHz and around 8.81 GHz. As for the rest of the signals most of them appear sporadically. Directional continuous interference signals will determine the elevation mask for future VLBI-observations. RFI monitoring should be a permanent task. The presented results have been further analyzed by the IVS RFI-group and confirmed that the present RFI noise levels will not saturate the LNA of a VLBI radio telescope (Petrachenko et al. (2013)). This analysis confirms, that the IAR La Plata is a suitable site for geodetic VLBI measurements using S-band and X-band.
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Improved focal length results of the Effelsberg 100 m radio telescope

A. Nothnagel, M. Eichborn, C. Holst

Abstract  The main reflector surfaces of radio telescopes are generally deformed by varying gravitational loads at different elevation angles. For the construction of a VLBI delay correction model, it is necessary to know the variations in the focal length caused by these deformations. The Effelsberg 100 m radio telescope was scanned with a terrestrial laser scanner and focal length variations had been deduced from these measurements. New in this publication are revised focal length estimates which result from a different preprocessing of the raw laser scanner data.

Keywords  Radio Telescope Deformation, Focal Length, Terrestrial Laser Scanning

1 Introduction

Deformations of radio telescopes cause errors in geodetic and astrometric VLBI observations which cannot be neglected within today’s accuracy requirements (Sarti et al., 2009b). Several authors have described terrestrial laser scanner measurements of radio telescopes to investigate the deformations which occur when the main reflector is tilted in various elevation angles between horizon and zenith (e.g., Sarti et al. (2009a), Dutescu et al. (2009)).

In 2011, members of the Institute of Geodesy and Geoinformation of the University of Bonn carried out terrestrial laser scanning on the main reflector of the 100 m radio telescope of the Max Planck Institute for Radio Astronomy at Effelsberg, Germany. The paraboloid was scanned from a position in the center of the sub-reflector and the telescope was positioned in elevation angle at 7.5°, 15°, 30°, 45°, 60°, 75° and 90° to figure out the effects of different gravitational loads (Holst et al., 2012). Compared to previous studies of, e.g., Sarti et al. (2009a), the advantage of the concept used here was that the whole paraboloid could be scanned from one scanner position. So, no further uncertainty was introduced by the matching process of two or more sub-surfaces which are required when the paraboloid has to be scanned from two or more instrument positions to cover it completely.

The paraboloid of the Effelsberg telescope had been constructed as a homologeous surface. This means that at all elevation angles, the surface always forms a paraboloid, though with variation in the focal length. So, from each point cloud a different focal length had been estimated. In the course of the analysis, it turned out that the distribution of the point cloud sampling the paraboloid has a severe impact on the estimated parameters.

2 Scanner data preprocessing

A terrestrial laser scanner is a device which samples an object with a fast laser distance measurement beam. Similar to a radio telescope, the scanner has a vertical (azimuth) and a horizontal (elevation) axis. The optics of the scanner rotates very fast around the horizontal axis measuring the distances in equal fractions of seconds and recording the respective vertical angle readings. At the same time the head turns around slowly forming individual meridians to cover the full horizontal range. The limits of the scanning process depend on whether the rotation around the horizontal axis goes only from the lowest (elevation) limit to zenith or through zenith to the opposite side, i.e., to elevations larger than 90°. In the latter case, the horizontal rotation needs to be only 180°. Here, the scanner automatically generates two overlap areas of a few degrees in

Axel Nothnagel, Malwin Eichborn and Christoph Holst
Rheinische Friedrich-Wilhelms Universität Bonn, IGG, Nufallee 17, D-53115 Bonn, Germany
azimuth when the scanner covers a full horizontal circle.

The general way of operation of laser scanners produces a sampling which is most dense at zenith because the meridiens converge at zenith (see Fig. 1). In our case where the scanner is mounted head-down in the radio telescope, the zenith point is near or at the vertex of the paraboloid. Thus, there is a natural gradient in point density towards the vertex ($\propto \cos (\text{zenith distance})$).

The second effect which amplifies the uneven point distribution even more is caused by the fact that the scanner is mounted near the focal point of a paraboloid. Since the scanner samples at identical increments in the vertical angle and the distance to the surface increases with increasing zenith distance, the lateral separations of the scanner’s foot prints increase towards the edge of the telescope (Fig. 2) as well.

These two simple monotoneous geometric effects produce a prominent concentration of the sampling near the vertex of the paraboloid due to their multiplicative effect (Fig. 3). It is immediately obvious that the least squares adjustment of the observations with the focal length as one of the main parameters is dominated by the central area of the paraboloid. In a separate paper, it will be shown in more detail that local deformations in the such over-sampled areas have an adverse effect on the estimation of the form and location parameters.

In order to produce a suitable distribution, the raw data points are, therefore, reduced by a dedicated data reduction program. The aim of this program is to create a point cloud with a homogeneous distribution of the sampling points on the paraboloid. The method is based on volume elements rather than on plain surfaces. The resulting point distribution is displayed in Fig. 4.

From the figure, one could get the impression that there still is a discernable gradient towards the vertex. However, the reason for this appearance is that the graph is constructed in the X/Y plane rather than on the paraboloid surface projected into the plane. In the latter case, the graph would consist of a single color all over the surface.
3 Focal length results

With the reduced point clouds, new estimates for the focal lengths at the six different elevation angles were carried out according to the formulations published in (Holst et al., 2012). The seventh elevation at $7.5^\circ$ was excluded due to the fact that the scanner measurements turned out to be severely hampered by the sun shining into the paraboloid producing rather noisy measurements with strong systematic elements and an unreliable estimate of the parameters.

The standard deviations of $\hat{\sigma}_f = 0.05\, mm$ and $\hat{\sigma}_{\Delta f} = 0.07\, mm$ should not be considered seriously since they are too optimistic due to the large number of observations and due to the neglect of correlations in the stochastic model.

Table 1 shows a monotoneous decrease in focal length in both estimates, i.e., in the one with the full set of observations and in the second one with the reduced set. The differences between the two data sets in the sense of new minus old show that the effect of the re-computation is biggest at $90^\circ$ elevation. This is also depicted in Fig. 5 where the two sets of results are displayed together.

In this figure, also four dashed lines are depicted. A single line represents the shift which is applied to the sub-reflector in the line-of-sight direction for optimal gain of the antenna at X band. This was determined empirically by observing multiple calibrator sources at various elevation angles (Bach et al., 2007). Since the shift is relative to some arbitrary origin, it was introduced at four different equally spaced separations to allow visual comparison with the two geodetic sets of results. Although it is clear that the results from the reduced observation set will be used for further work, the results of the full raw data set are included for comparison purposes as well. Here, both sets have a similar level of agreement to the empirical model at the level of 1 - 2 mm. There is no obvious evidence that the values estimated from the raw data set are much worse than those of the homogeneous data set.

The fact that the shapes of the empirical model and of the geodetic results do not quite match is not unexpected. The reason is that the empirical model covers the complete signal path which also contains the deformation of the quadrupod holding the sub-reflector. Nevertheless, an RMS agreement of less than 1.5 mm is an extremely good agreement of a telescope with a $7800\, m^2$ main reflector.

Table 1 Focal length estimates $\hat{f}$ and the corresponding differences $\Delta \hat{f}$ (new - old) for the raw and the reduced laser scanner observations. * The results of the $7.5^\circ$ elevation have been omitted due to obvious deficits in the data.

![Fig. 4 Point density distribution after reduction.](image)

![Fig. 5 Focal length estimates. The top solid line depicts the estimates with the reduced point density. The bottom solid line shows the estimates with full point density. The dashed lines represent the empirical focal point displacement function which does not have an absolute reference.](image)
4 Movements of the sub-reflector

The least squares adjustment of the terrestrial laser scanner data contains not only the focal length as a target parameter but also the position and the orientation of the instrument in a paraboloid-fixed system with the origin at the vertex of the paraboloid. In a vertex centered coordinate system, $\Delta X$ is the shift parallel to the elevation axis, $\Delta Z$ is the displacement pointing in the direction of the telescope’s optical axis while $\Delta Y$ stands perpendicular on both of these axes. The numbers (Tab. 2), most of them monotonously decreasing with increasing tilt towards the horizon, can be easily interpreted. The decreasing $\Delta Z$ means that the focus cabin in fact approaches the vertex by about 5 mm. The large decrease in $\Delta Y$ is caused by the focus cabin pulling downwards when the telescopes looks close to zenith. The displacement in $X$ direction is a bit abnormal because the force vectors should be symmetrical to the tilt direction. However, the two beams with their roots at the elevation axis are not symmetrical in construction, stability, and load. The left support consists of four longitudinal beams forming a square profile with diagonal support pipes at the outer surfaces (Fig. 6). The support on the right hand side is of identical base structure as the one on the left hand side but contains a walkway with additional longitudinal beams as well as steps. These differences in construction lead to the fact that the sub-reflector is shifted to the left (-X) by up to 6.1 mm when the telescope is tilted to the horizon.

<table>
<thead>
<tr>
<th>Elevation</th>
<th>$\Delta X$ [mm]</th>
<th>$\Delta Y$ [mm]</th>
<th>$\Delta Z$ [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>90°</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>75°</td>
<td>-4.48</td>
<td>-40.53</td>
<td>-0.07</td>
</tr>
<tr>
<td>60°</td>
<td>-5.23</td>
<td>-72.75</td>
<td>-0.65</td>
</tr>
<tr>
<td>45°</td>
<td>-4.35</td>
<td>-104.30</td>
<td>-1.79</td>
</tr>
<tr>
<td>30°</td>
<td>-6.27</td>
<td>-125.04</td>
<td>-3.15</td>
</tr>
<tr>
<td>15°</td>
<td>-6.06</td>
<td>-137.00</td>
<td>-4.75</td>
</tr>
</tbody>
</table>

Table 2 Displacements of the scanner instrument in a vertex centered reference frame depending on the elevation angle.

While the displacements of the instruments and consequently the subreflector in $X$ and $Y$ direction do not have any effect on the VLBI delay, the shift in $Z$ direction would enter the delay directly with a certain scaling factor. However, since the subreflector is shifted by the empirical model mentioned above, the situation is more complicated and is under investigation at the moment to come up with a full delay correction model which includes all these effects.

5 Conclusions

Corrected estimates of the focal length at 6 different elevation angles were computed for the main reflector of the Effelsberg 100 m radio telescope. The recomputation became necessary because the terrestrial laser scanner data was overly dense at the area close to the vertex of the paraboloid. This fact over-emphasised the central paraboloid area in the parameter estimation process which may have adverse effects when local deformations are present. The new data distribution is much more homogeneous being a much better basis for a reliable estimation of the focal lengths and the scanner’s location parameters.

The new values differ from the original estimates by up to 2.7 mm at zenith. This sounds to be small but when tackling the 1 mm accuracy threshold, it is definitely necessary to use the new focal length series in a VLBI delay correction model.

In general, it has to be said that the elevation dependent focal length variations of the Effelsberg 100 m radio telescope are much smaller than originally expected. From 90° elevation down to 15°, the focal length reduces by only 12.6 mm. (Abbondanza and Sarti , 2010) reported 23.8 mm and 17.8 mm focal length differences between 90° and 15° for the Medicina and Noto telescopes, respectively. However, these telescopes have a 32 m diameter and the reflecting area is, thus, smaller by a factor of almost 10. For this reason, it is not quite appropriate to extrapolate the Medicina and Noto results to the global VLBI telescope network. This rather emphasizes the necessity for further investigations in this subject and further terrestrial laser scanner monitoring at other radio telescopes as well.
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Abstract This paper described the Onsala Twin Telescope project. The project aims at the construction of two new radio telescopes at the Onsala Space Observatory, following the VLBI2010 concept. The project starts in 2013 and is expected to be finalized in 2017.
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1 Introduction

In September 2011 a project team consisting of Hans Olofsson, the director of the Onsala Space Observatory, Gunnar Elgered, the head of the Department for Earth and Space Sciences at Chalmers University of Technology, Rüdiger Haas, the research group leader of the Space Geodesy and Geodynamics research group at Chalmers, Mikael Lilje, the head of the Geodesy Division of Lantmäteriet, the Swedish Mapping, Cadastral and Land Registration Authority, and Jan Johansson, the deputy head of the Department for Measurement Technology at SP Technical Research Institute of Sweden, submitted a proposal to the National Infrastructure programme of the Knut and Alice Wallenberg (KAW) Foundation. This proposal concerned a twin-telescope system for geodetic Very Long Baseline Interferometry (VLBI) going back to 1968 (Scherneck et al., 1998). Onsala was the first European observatory to contribute to

2 The Onsala Space Observatory

The Onsala Space Observatory (OSO) is the National Facility for Radio Astronomy in Sweden and has the official mission to support research within radio astronomy and geosciences. The observatory was established in 1949 and is located at Råö on the Onsalapensinsula at the Swedish West coast, about 40 km south of Gothenburg. Onsala belongs to the municipality of Kungsbacka. An aerial photo of the observatory is presented in Figure 1.

Since 1949 the observatory has been equipped with several radio telescopes of various sizes. The three existing ones today are the 25 m diameter radio telescope built in 1963, the 20 m radio telescope built in 1976, and the LOFAR station built in 2011. However, remaining parts of older telescopes, e.g. concrete foundations, are still there.

The observatory has a long and very successful record in Very Long Baseline Interferometry (VLBI) going back to 1968 (Scherneck et al., 1998). Onsala was the first European observatory to contribute to

Fig. 1 An aerial photo of Råö with the Onsala Space Observatory (Credit: Onsala Space Observatory/Våstkustflyg, 2011). The white spot approximately in the center of the photo is the 30 m diameter radome that is enclosing the 20 m radio telescope.
VLBI observations (Whitney, 1974). Today OSO is contributing to observations in the European VLBI Network for Astronomy (EVN) and the International VLBI Service for Geodesy and Astrometry (IVS).

The geoscientific observations are performed using the 20 m radio telescope for geodetic VLBI, several receiving stations for Global Navigation Satellite Systems (GNSS), a superconducting gravimeter, a seismometer, a GNSS-based tide gauge, and several ground-based microwave radiometers for observations of the atmosphere (Haas et al., 2012).

3 The planned location of the Onsala Twin Telescope

The geological situation at Råö is very suitable for the construction of radio telescopes since the area is dominated by bed rock of type Gneiss. A first geotechnical inspection indicated that new radio telescopes could be constructed anywhere on the observatory premises. However, there are additional constraints. The new telescopes should be located not too far away from each other, so that they share the same atmospheric conditions, but not too close to each other either in order to avoid sky blockage. Their elevation axes should be approximately at the same height in order to guarantee equally good visibility. Furthermore, the majority of the horizon shall be free down to an elevation angle of 5°, and the existing equipment at the observatory should not be disturbed by the new telescopes. Other considerations concern the closeness to the sea, wind influence and closeness to a natural reserve in the northern part of the observatory.

Based on these considerations we located two suitable sites for the telescopes. They are in about 140 m and 210 m distance to the existing 25 m telescope and form a short east-west oriented baseline of approximately 76 m distance. Actually, the chosen places were occupied in the 1950’s and 1960’s by two so-called Würzburg antennas with 9 m diameter and the concrete foundations for these antennas are still there. The Würzburg antenna at the Eastern location was rebuilt into a 12 m telescope in the 1960’s. A photograph of these two antennas, taken in the 1960’s, is presented in Figure 2. In late 1969 the 12 m telescope was unfortunately destroyed in a storm (Rydbeck, 1991).

Simulations were performed to investigate the horizon masks for the Onsala Twin Telescope. Also the impact on the horizon mask of the existing 25 m and 20 m radio telescopes was inspected. Figure 3 depicts a digital elevation model of the area, showing the location of the 25 m telescope and the planned twins, OTT1 and OTT2. The local topography is indicated by contour lines with 2 m resolution. The three telescopes are on a small peninsula that is surrounded on three sides by the sea and wetland, respectively. In about 200 to the north, there is a rocky hill with a height of more than

<table>
<thead>
<tr>
<th></th>
<th>25 m</th>
<th>OTT1</th>
<th>OTT2</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 m</td>
<td>601.1</td>
<td>397.3</td>
<td>465.3</td>
</tr>
<tr>
<td>25 m</td>
<td>209.0</td>
<td>136.1</td>
<td></td>
</tr>
<tr>
<td>OTT1</td>
<td>28.2</td>
<td>75.7</td>
<td></td>
</tr>
</tbody>
</table>
The Onsala Twin Telescope Project

32 m. The foundations of the OTT twins are planned to be at a height of 5.5 m. Table 1 lists the distances between the existing and planned telescopes.

The planned OTT telescopes do not significantly impact the horizon masks of the existing 20 m and 25 m telescopes. Since the twin telescopes are not located in the same direction towards the 25 m telescope, they will not see the 25 m telescope in the same azimuth direction. This reduces the area of the horizon that is blocked for both telescopes together. Figure 4 depicts the horizon masks of the twin telescopes individually (dashed and dashed-dotted lines), and the combined horizon mask of both telescopes (solid line). The calculations were performed as seen from the lower edge of the prime reflectors, i.e. this is a kind of worst case scenario. The combined horizon of OTT is completely free above 7° elevation and blocked by less than 11 % above 5° elevation. The largest obstacle is the rocky hill towards the north of the twin telescope.

4 The environmental conditions at Onsala

The OSO site is located directly at the Swedish west coast, see Figure 1, and surrounded by the salty sea waters of the Kattegatt. It is thus experiencing a rather harsh marine climate with a high percentage of salt in the air, often westerly winds with a salty sea breeze, and salty spray in the direct vicinity of the shore. Metal constructions that are located in this environment need a very good corrosion protection to survive this harsh marine climate.

Figure 5 depicts the meteorological records of air pressure, air temperature, and relative humidity recorded at OSO during 2010–2012. The pressure variation show the frequently passing weather fronts. The annual temperature variation extends over about 40 °C, and the median relative humidity is 75 %. The extreme values that were recorded during this period are listed in Table 2.

Table 2 Information on pressure (P), temperature (T), relative humidity (RH), mean wind (MW) and gust wind (GW) recorded at the OSO during 2012–2012.

<table>
<thead>
<tr>
<th></th>
<th>P (hPa)</th>
<th>T (°C)</th>
<th>RH (%)</th>
<th>MW (m/s)</th>
<th>GW (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>maximum</td>
<td>1047.1</td>
<td>+27.1</td>
<td>98.6</td>
<td>31.5</td>
<td>38.0</td>
</tr>
<tr>
<td>median</td>
<td>1010.8</td>
<td>+8.2</td>
<td>79.3</td>
<td>6.4</td>
<td>7.6</td>
</tr>
<tr>
<td>mean</td>
<td>1010.6</td>
<td>+7.7</td>
<td>77.8</td>
<td>5.7</td>
<td>8.4</td>
</tr>
<tr>
<td>minimum</td>
<td>962.5</td>
<td>−15.6</td>
<td>22.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Cumulative distribution functions of mean wind and gust wind recorded during 2010–2012 are pre-
sented in Figure 6. The standard definitions of mean wind and gust wind following the World Meteorological Organisation (WMO) are used, i.e. mean wind is the average wind speed in a 10 minute time interval, and gust wind is the maximum 3 s average wind speed during in a 10 minute time interval (Harper et al., 2010).

The corresponding wind statistics are given in Table 3. For 1 % of the time, i.e. less than 4 days per year, the mean and the gust winds exceed 16.3 m/s and 20.5 m/s, respectively. For 0.5 % of the time, i.e. less than 2 days per year, the mean and the gust winds exceed 17.5 m/s and 22.3 m/s, respectively. For 0.25 % of the time, i.e. less than 1 day per year, the mean and the gust winds exceed 19.0 m/s and 24.2 m/s, respectively.

A rose diagram of mean wind directions and mean wind speeds that were recorded during 2010–2012 is presented in Figure 7. The predominant wind direction at OSO is west-south-west where also the stronger wind speeds are observed. Wind from north-east is very seldomly exceeding 10 m/s wind speed.

5 Status and Outlook

The request for the OTT building permit has been submitted to Kungsbacka municipality in December 2012, together with the request for an exemption from the law for shoreline protection (i.e. permit of constructions within 300 m from the shoreline). In early April 2013 both request were approved by Kungsbacka municipality. However, the authorities of the county of Halland, to which Kungsbacka and Onsala belong, decided to appeal the decision of Kungsbacka municipality to grant exemption from the law for shoreline protection. The county’s environmental department inspected the planned construction sites and concluded that the eastern location (OTT1) is close to wetlands where waders were seen, in particular the Northern Lapwing (vanellus vanellus). According to the county’s environmental department could OTT1 disturb the breeding of waders in the area. Furthermore, there are plans by the county to include the wetlands in a natural reserve. Thus, in June 2013 the county of Halland withdraw the exemption from the law for shoreline protection for OTT1.

The Onsala Space Observatory will appeal against the county’s decision and thus filed an official complaint. A first meeting with lawyers will take place in late summer. Currently it is hard to foresee by how long the Onsala Twin Telescope project will be delayed, but we expect at least 6 months of delay.

Meanwhile, we are preparing the procurement papers for the antennas, so that the documents can be sent out as soon as the legal case with the county of Halland is solved. The procurement papers will basically follow the VLBI2010 recommendations (Petrachenko et al., 2009). The main features that will be required can be shortly summarized as:

- the sensitivity of each system must be better than 2000 Jy for broadband observations over 2–14 GHz
- the antennas must be fast moving and of at least 12 m diameter
- the antennas must be mechanically stiff with a good control on thermal and gravitational deformations
- the antennas have to be well suited for the harsh environmental conditions at Onsala and have to allow 24/7 operations.

Fig. 6 Cumulative distribution functions of mean wind (blue) and gust wind (red) observed at OSO during 2010–2012.

Fig. 7 Rose diagram of the mean wind direction and speed recorded at OSO during 2010–2012. Mean wind speed is represented in four colour coded groups: 0–5 m/s (dark blue), 5–10 m/s (light blue), 10–20 m/s (green), and > 20 m/s (red).
Once the procurement for the antennas has been completed and contracts have been signed, we will continue with the procurement process of the signal chain. We also will start the preparations for the actual installation of the antennas. The expected time line of the OTT project is given in Table 4. An artist’s view of the future Onsala Twin Telescope is given in Figure 8.
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Renewal of Metsähovi Observatory


Abstract The Metsähovi Geodetic Observatory was established in 1975 and it has through the years become an essential part of the activities of the Finnish Geodetic Institute. The instrumentation covers the satellite laser ranging (SLR), geodetic VLBI, GPS and GLONASS receivers, DORIS beacon, super-conducting gravimeter and a seismometer. It is an IAG GGOS Core station. As a co-operation with the Metsähovi Radio Observatory of the Aalto University, geodetic VLBI observations were started in 2005. Metsähovi participates in 6–8 geo-VLBI campaigns annually, as a part of the IVS (International VLBI Service) network (IVS-T2) and the European geodynamics project (EUROPE campaigns). In 2012 Ministry of Agriculture and Forestry allocated a special 5-year funding for renewal of Metsähovi instrumentation. This includes a new SLR, and dedicated radio telescope for geodetic VLBI. We describe the renewal plans of Metsähovi and plans for the new VLBI2010 compatible system.

Keywords Fundamental stations, Metsähovi, renewal, geodetic VLBI

1 Introduction

Finnish Geodetic Institute (FGI) is a governmental research institute (established 1918) carrying out, among other things, geodetic measurements and research to establish and maintain national geodetic frames of Finland, including the coordinate system, precise levelling network and the national gravity network. FGI is also responsible to attach these to the corresponding measurements of the neighbouring countries and international networks. This implies participation on global and regional observing networks.

Metsähovi geodetic observatory was established in 1975 at the same site where the University of Helsinki had an optical telescope and the Helsinki University of Technology (nowadays Aalto University) built a radio telescope. The site was suitable for such observatories because of its remote location and a minimal environmental interference (light, traffic disturbance, radio interference).

Satellite Laser Ranging (SLR) observations begun in 1978, followed by a mobile VLBI point in 1988 (for the first EUREF campaign to establish a European reference frame ETRS89), the French DORIS beacon and a permanent GPS station in 1991/1992, and a superconducting gravimeter in 1994. Metsähovi has through the years become an essential part of the activities of the FGI and now it is a key infrastructure of the FGI both internationally and on the national level (Fig. 1).

Metsähovi is a part of the core station network of GGOS (Global Geodetic Observing System of the International Association of Geodesy, IAG). The global network of multi-technique geodetic stations are used in maintaining terrestrial and celestial reference frames, for computation of satellite orbits, and for geophysical studies. Metsähovi is one of the northernmost geodetic stations in this network, thus being of an ultimate importance for maintenance of global reference frames and satellite orbits. Its long existence is important for maintenance of stability of the global reference frames and it contributes to the GGOS via the respective IAG/GGOS services.

Metsähovi is the core station also for the national Euref-FIN reference system, new Finnish height system N2000 and the Finnish gravity network. It is the fundamental point of the National permanent GNSS network FinnRef, the highest order network for the Euref-FIN. Euref-FIN, created by the FGI, is the national realization of the European reference system.
ETRS89, fulfilling the requirements of the EU directive INSPIRE. The fundamental benchmark defining the national height system N2000 is at Metsähovi which is connected to the precise levelling network of Finland by a traditional spirit levelling. In Metsähovi there is also the Finnish gravity network basic point and facilities for comparison of absolute gravimeters.

A list of facilities are shown in Table 1. Today, most of the major large instruments are either under renovation (SLR), do not fulfil the current specifications of the GGOS services (VLBI, GNSS) or are so old that no service or spare parts are available (SG, GPS). Therefore it was mandatory to upgrade instruments and facilities to maintain operations at Metsähovi as a part of the GGOS Core Station network.

Based on the special funding from the Ministry of Agriculture and Forestry, the major instruments will be renewed in 2012–2016. The renewal plan includes GNSS network, a new SLR telescope with relevant hardware, software, a new dome, and other facilities to operate the SLR. To initiate a 24/7 geodetic VLBI observations there will be also a new radio telescope dedicated for the geodetic VLBI observations and fulfilling the specifications of the VLBI2010 plan. The absolute gravimeter will be upgraded and there will be a new superconducting gravimeter replacing the old one dated back to 1994. Moreover, general infrastructure will be improved and quite extensive work on establishing and improving local ties between instruments has already been initiated.

2 Importance of combining VLBI and other space geodetic techniques at Fundamental Stations

Creation and maintenance of two fundamental reference systems and their realizations, namely the celestial and the terrestrial reference systems and frames, are the ultimate tasks in geodesy. The International Celestial Reference System (ICRS) is realized through the International Celestial Reference Frame (ICRF), which is a set of coordinate positions of extragalactic radio sources, quasars, distributed over the celestial sphere.

The International Terrestrial Reference System (ITRS) is realized through the International Terrestrial Reference Frame (ITRF), a network of globally distributed geodetic observing stations. The coordinate positions and velocities of these points are derived from space-geodetic observations, mainly by C-GNSS (continuous GNSS, primarily GPS, but in the future also by GLONASS, Galileo and BeiDou satellite positioning systems).

The link between ITRF and ICRF is provided by the set of the Earth Orientation Parameters (EOP) which are obtained by using the observations of the space-geodetic techniques, primarily VLBI. These parameters include precession, nutation, polar motion, and the rotation of the Earth (UT1). The information on the orientation of the Earth in space is needed for operation of the navigation satellites, and without
continuous monitoring of the EOP, precise use of the GNSS satellites would not be possible.

During last two decades satellite observations and global geodetic networks have revolutionized our possibilities to observe the Earth’s surface and gravity, their temporal variations, and consequences of the global change. The increased accuracy, however, reveals inconsistencies between different observation techniques, requiring more precise reference frames, and especially requesting co-location of techniques and observing networks (Altamimi et al. (2011)). There is also a need to connect geometrical (GNSS based) and gravity field related heights, e.g. for studies of the sea level changes or glacier mass changes (e.g. Poutanen et al. (2013)).

The most important elements for the determination and maintenance of the EOP and ITRF are the geodetic stations which have at least three independent co-located space-geodetic techniques (in addition to ground based absolute and relative gravity observations, seismometers and tide gauges, where possible). However, globally, there are currently only about a dozen of stations with more than three techniques, Metsähovi being one of these. Each technique has its own strength or it contributes to different parameters as shown in Table 2.

Essential part at the multi-technique sites are the local ties, ground vectors between the instruments. The current GGOS recommendation for the local tie accuracies between techniques is 1 mm (Pearlman and Plag (2009)). However, it is not possible today to fulfill the requirement, and further development must be done in the future to reach the goal (see e.g. Krügel and Angermann (2008); Kallio and Poutanen (2012)). The origin of discrepancies are uncertainties in local tie measurements, biases between space geodetic solutions or site specific effects.

New promising technique to directly tie GNSS and VLBI during the geo-VLI sessions has been developed at Metsähovi (Kallio and Poutanen (2012), Kallio and Poutanen (2013)). This will improve the real-time tracking of local ties, especially at sites with a radome around the radio telescope.

Table 1 Current instruments and facilities at Metsähovi and the planned renewal schedule

<table>
<thead>
<tr>
<th>Facility (IAG/GGOS Service)</th>
<th>Renewal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geodetic VLBI, since 2004. (IVS)</td>
<td>2013-2016</td>
</tr>
<tr>
<td>Geodetic permanent GPS receiver, since 1992. (IGS, EPN)</td>
<td>2013</td>
</tr>
<tr>
<td>Geodetic GLONASS receiver, since 1998. (IGS)</td>
<td>2013</td>
</tr>
<tr>
<td>Superconducting gravimeter, since 1994. (GGP)</td>
<td>2012-2013</td>
</tr>
<tr>
<td>Absolute gravimeter and fundamental gravity point of Finland, since 1988.</td>
<td>2013</td>
</tr>
<tr>
<td>Site for absolute gravimeter inter-comparison, since 1994</td>
<td>N/A</td>
</tr>
<tr>
<td>Doris beacon owned by CNES, France, since 1991 (IDS)</td>
<td>2012</td>
</tr>
<tr>
<td>Photogrammetric test field</td>
<td>2013-2014</td>
</tr>
<tr>
<td>GPS receiver owned by NASA/JPL, in a real-time NASA tracking network</td>
<td>N/A</td>
</tr>
<tr>
<td>Seismometer owned by the Institute of Seismology, University of Helsinki</td>
<td>N/A</td>
</tr>
<tr>
<td>Fundamental point of the new Finnish height system N2000</td>
<td>N/A</td>
</tr>
<tr>
<td>Precise levelling test field</td>
<td>N/A</td>
</tr>
<tr>
<td>Pillar network for local ties and EDM (electronic distance measurement) tests</td>
<td>2013</td>
</tr>
<tr>
<td>Soil-moisture tracking network</td>
<td>2012-2013</td>
</tr>
<tr>
<td>Weather stations</td>
<td>2013</td>
</tr>
</tbody>
</table>

ILRS = International Laser Ranging Service; IVS = International VLBI and Astrometry Service; IGS = International GNSS Service; EPN = Euref Permanent GNSS Network; GGP = Global Geodynamics Project; IDS = International DORIS Service.

Table 2 Contribution of different geodetic techniques. According to Rothacher et al. (2009)

<table>
<thead>
<tr>
<th>Item</th>
<th>V</th>
<th>L</th>
<th>G</th>
<th>N</th>
<th>O</th>
<th>D</th>
<th>S</th>
<th>A</th>
<th>G</th>
<th>S</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>Celestial Reference frame</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nutation</td>
<td>+</td>
<td>(+)</td>
<td>(+)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Polar variation</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Earth rotation (UT1)</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Length of Day (LOD)</td>
<td>(+)</td>
<td>+</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Global reference frames</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Local reference frames, navigation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Earth Center of Mass</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Earth Gravity Field</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Geoid</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GNSS satellite orbits</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Orbits of environmental satellites</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ionosphere and troposphere</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>National reference frames</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time/frequency</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(+)</td>
</tr>
</tbody>
</table>

Rothacher et al. (2009)
3 Metsähovi renewal

The Ministry of Agriculture and Forestry allocated a total of 8 M Euros for renewal of Metsähovi instrumentation. This includes a new SLR, a radio telescope dedicated for geodetic VLBI, a superconducting gravimeter, renewal of the Finnish permanent GNSS network, FinnRef, and a number of minor upgrading of instruments or facilities. The earmarked funds are available in 2012–2016 which will set strict limits on the schedule and also on the budget.

The GNSS network FinnRef was established in mid-1990’s and it consists of 13 stations. After completing the renewal the total number of stations will be increased to 19 to better cover the territory of Finland. New GNSS receivers, capable to track all GNSS satellites, were purchased in 2012 and the renewal of the network will be ready in 2013. Old receivers will observe parallel with the new ones as long as they are able to maintain operational, preferably one to two years. This will ensure seamless continuation of GNSS time series for geodynamics studies.

Starting from 2014, the network data of the renewed FinnRef network will be freely available in real time, and a free public navigation service capable of reaching an accuracy of about 0.5 m will be released. Metsähovi is one of the FinnRef stations and a new receiver will be installed also there. Mets­hovi GNSS is a part of EPN (EUREF Permanant Network) and IGS (International GNSS Service).

A tender for a new SLR telescope was open in the first half of 2013. Selection of the vendor and signing the contract will be made before the end of the year. The aim is a 0.5–1 m telescope fulfilling the ILRS (International Laser Ranging Service) recommendations for the speed and accuracy. A 2 kHz pulse laser already exists at the FGI and the software development for the controlling system has been started. The new system is expected to be operational in 2016.

A new observatory building and a dome will be constructed for the SLR. It will contain a temperature-stabilized instrument room, a control room for the operator, and other facilities which can be used also for operating and monitoring the new VLBI telescope. A new hydrogen maser is also planned to be placed in the same building.

A superconducting gravimeter (SG) has been ordered in 2012, and the installation is expected in the latter half of 2013. The old SG will remain one year more in parallel with the new one to allow simultaneous observations of both instruments, and more importantly, to study possible differences between the observations, and to see any temporal variation in the horizontal gradient of gravity. The absolute gravimeter FG5-221 has already been upgraded in early 2013 for model FG5-X.

The biggest instrument will be a new radio telescope dedicated for the geodetic VLBI only. The telescope will be VLBI2010 compatible, with a 12–14 m dish and the slew rate fast enough to fulfil the specifications. The plans and requirements will be finalized in 2013, and the tender is planned to be opened also before the end of the year 2013. Several practical issues, like to have a radome or not a radome around the telescope has to be solved before this.

There will be a close co-operation with the Onsala radio observatory of the Chalmers University of Technology in Sweden because they have similar plans and schedule for a new telescope or a pair of identical telescopes (R. Haas, private communication, 2013). Also there will be a lot of practical work on technical and local issues with the Aalto University Metsä­hovi Radio Observatory.

A co-operation is planned also with the Finnish centre for metrology and accreditation (MIKES). A plan for time and frequency transfer and use of results from the development of a primary frequency standard, an optical ion clock at MIKES, will allow the use of a new ultra stable clock in VLBI observations, and possibly even a common clock experiment with another VLBI facility at Onsala. Such a connection has not been established before due to the technical challenges of the link.

In addition to the major instruments, many smaller improvements and enhancements are planned. These include renovation of the observatory buildings, and improvement of local tie and GNSS antenna calibration facilities. The latter one relates to a EMRP (European Metrology Research Programme) project where the metrological traceability is implemented in geodetic measurements, especially in precise length measurements over hundreds of meters (SIB60 (2013)). Two central parts in the EMRP project are the traceability in local ties at fundamental geodetic stations, and a test field for GNSS antenna calibrations, both facilities already existing at Metsähovi.

4 Summary

The on-going renovation and upgrading of Metsähovi facilities and instrumentation is a great opportunity to recover and improve some activities and keep the station up-to-date in the global geodetic network. This would not be possible without special funding from the
Ministry. If renovation is realized as planned, all new instruments will be operational in Metsähovi within next few years, the last one being the new radio telescope in 2016–2017. As the national authority to maintain the national reference system, FGI is committed to develop Metsähovi as the key infrastructure also in the future.
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Vienna VLBI Software – Current release and plans for the future


Abstract  The Vienna VLBI Software (VieVS) is a geodetic Very Long Baseline Interferometry (VLBI) data analysis software which has been developed at the Vienna University of Technology since 2008. This paper gives an overview about its capabilities, including scheduling and simulation of VLBI observations. The latest release, version 2.1 includes a graphical user interface. A few results and planned future developments are presented as well.

Keywords  VLBI, data analysis, Scheduling, Simulation

1 Introduction

To meet the requirements of future geodetic VLBI experiments, e.g. VLBI2010, the VLBI group at Vienna University of Technology has been developing and maintaining a VLBI data analysis software called VieVS (Vienna VLBI Software, Böhm et al., 2012). Several institutions worldwide use the software to perform various investigations. The code can be read and changed easily since it is written in Matlab. Therefore VieVS runs on all operating systems which are able to run Matlab.

In the latest release versions (2.0 and 2.1) we have focused on a new Graphical User Interface (GUI) which makes the use of the program even easier, for experienced users as well as for students. This GUI provides a consistent treatment of all capabilities of the software, i.e. single session analysis, scheduling, simulation and global parameter estimation. Furthermore the new version includes a plotting tool to visualize several useful information as well as the estimated parameters.

2 VieVS overview

The idea behind VieVS was to develop a new state-of-the-art VLBI data analysis software to perform single-session analysis. VieVS now is able to read NGS-files as well as openDB files in NetCDF format (Gipson, 2010) and includes the most recent IERS Conventions (Petit and Luzum, 2010). The parameter estimation is done in a least squares adjustment; clock parameters, zenith wet delays, tropospheric gradients, Earth Orientation Parameters (EOP), station and source coordinates can be estimated as piece-wise linear offsets at fractions of integer hours.

The structure and different modules are shown in Fig. 1.

Fig. 1 VieVS structure and different modules of the software.
3 Graphical User Interface

All processing options and output settings can be modified in VIE_SETUP, the graphical user interface of VieVS (Fig. 2). It is built in Matlab as well and therefore allows easy manipulation.

Fig. 2 Graphical user interface of VieVS.

The interface includes a plotting tool where estimated parameters, post-fit residuals and session information can be visualized. Observations can be marked as outliers, clock break information added, and solutions can be compared with each other (Fig. 3). Analysts can furthermore see the station network and the correlation matrix between estimated parameters, as well as plot the baseline length repeatabilities of up to four solutions.

Fig. 3 Comparison of VLBI solutions using the VieVS plotting tool.

4 Additional features

Besides single session analysis, VieVS has several other modules for geodetic VLBI applications.

- Scheduling
  Towards VLBI2010 (Petrachenko et al., 2009) new scheduling strategies have to be developed due to changing equipment at VLBI sites, for example fast-slewing antennas and Twin telescopes. Therefore we have developed VIE_SCHED (Sun, 2013), a scheduling program as part of the VieVS software package. It creates observation schedules and has been used to schedule seven R&D sessions in 2012 to study the Sun corona. As an alternative to the classical ‘station-based’ algorithm, we can also use the ‘source-based’ strategy which is simpler and yields similar results as the classical approach. The idea behind the new strategy is to have a simple scheduling algorithm that still achieves a good sky-coverage for an accurate troposphere estimation (Sun, 2013). Using VIE_SCHED we will schedule the AUSTRAL sessions in the second half of 2013.

- Global solution
  The global solution module, VIE_GLOB (Krásná, 2013a), combines normal equations of several single sessions to estimate global parameters, such as Terrestrial Reference Frame (TRF) or Celestial Reference Frame (CRF) solutions. Fig. 4 shows horizontal position differences at epoch 2000.0 between our VieTRF10a (Krásná et al., 2013b) and VTRF2008 (Böckmann et al., 2010). Red arrows denote the datum stations and blue ones the remaining stations.

Fig. 4 Horizontal position differences between VieTRF10a and VTRF2008.

- Simulation
  This tool simulates artificial VLBI observations based on theoretical (model) delays plus simulated errors for the main error sources: wet troposphere
(Nilsson and Haas, 2010), clock errors as random walk plus integrated random walk process and white observation noise. Those delays can be written into NGS files and then analyzed like a standard VLBI session.

- **Spacecraft tracking**
  VieVS, with slight modifications, has successfully been used to process differential VLBI observations of the Japanese lunar spacecraft SELENE (Plank et al., 2013).

- **External delays**
  In order to make the program more flexible and the structure more similar to the one proposed by the Working Group 4 (Gipson, 2010), we use ASCII files containing tropospheric or ionospheric delays from external sources, such as ray-tracing, GNSS, or TEC-maps.

- **Main station/source file**
  Since version 2.0 we store all static station- or source-dependent information in a file which makes it easier for the different modules to use those information consistently. The station-file contains different TRF and antenna and equipment information as well as tidal loading coefficients. The source-file is more or less a translation table and includes different CRF.

- **Parallel computing**
  To decrease the processing time VieVS can run in parallel mode on a CPU with more than one core.

- **Documentation**
  Since version 2.1 there exists a user manual for the software. It includes a fundamentals chapter about VLBI analysis and exercises for beginners. The document can be downloaded from our webpage: http://vievs.geo.tuwien.ac.at.

## 5 Automatic processing and results

We have set up an automatic processing batch job which automatically downloads and processes all new VLBI sessions. A processing report including information about the session (e.g. date and participating stations), statistics as well as a residuals plot is sent to the analyst who decides if more action has to be taken to derive useful results. This procedure makes an operational analysis of VLBI sessions feasible.

We also estimate UT1–UTC from VLBI Intensive sessions on an operational basis. The estimated values are shown in Fig. 5.

Several geodynamic and astronomical parameters have been estimated using the global solution module VIE\_GLOB. Fig. 6 shows the real and imaginary parts of Love numbers for twelve diurnal tidal waves (Krásná et al., 2013c). The two solutions differ in the a priori ocean loading model, where the 'FES2004 solution' is plotted in red and the 'AG06a solution' in light blue. The black line denotes the theoretical values from the IERS Conventions 2010 (Petit and Luzum, 2010).

### 6 Future plans

- **Kalman filter**
  As an additional estimation algorithm we will use a Kalman filter which allows to model the stochastic behaviour of e.g. clocks more accurately. Furthermore it may be used for real-time applications.
• Spacecraft observations
At the moment, VieVS is extended for the possibility to process and simulate VLBI observations to near-Earth targets, e.g. satellites (Plank et al., this issue).

• Group delay ambiguity resolution
We want to add the possibility to resolve group delay ambiguities, and calculating the ionospheric delay. Then we could use the correlator output to perform analyses earlier.

• Source-structure
In a cooperation with the University of Tasmania we will include source-structure corrections in the Vienna VLBI Software. As a first step we will perform simulations to study the error due to the structure of sources.

7 Concluding remarks
VieVS is freely available for registered users. Registration and more information can be found at the VieVS webpage: http://vievs.geo.tuwien.ac.at.
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Abstract The software νSolve is a part of the CALC/SOLVE VLBI data analysis system. The primary purpose of νSolve is for preliminary data analysis of new VLBI sessions. In this paper we present the capabilities of the software, its current status and our plans for future development.

Keywords VLBI data analysis software, CALC/SOLVE

1 Introduction

Realization of the VLBI Geodetic Observing System (VGOS) technology and the increasing number of observing VLBI stations lead to new requirements for data analysis software. The necessary flexibility and capacity of the software require new approaches in the software development process.

Having a long experience with the development of the CALC/SOLVE VLBI data analysis software, the VLBI group at the NASA Goddard Space Flight Center initiated creation of the new generation software.

The first step in developing new data analysis software was made in 2007. Active work on software development began in 2010, and in 2012 the first release, called νSolve, was available (Bolotin et al., 2012).

Currently νSolve is used for routine data analysis of the IVS-R4 and IVS-INT sessions at the NASA GSFC VLBI Analysis Center. It is also a good platform for various tests and analysis experiments.

2 Data flow of geodetic VLBI observations

Data produced at a correlator are subject to various changes before it becomes available to an end user. Historically, results of correlation of a VLBI session are stored in a special self-descriptive file called a database. Each modification or introduction of new information leads to a new version of the database. Figure 1 shows the data flow of the geodetic VLBI observations. Traditionally, the numbers of versions correspond to the following Mk3 DBH (database handler) modifications:

Ver 1: data from correlator output are extracted and organized in the database format;
Ver 2: the software calc reads the observations and adds into the database precalculated theoretical values and partials;
Ver 3: meteorological data and cable calibration readings are extracted from station log files and added into the database;
Ver 4: all necessary editing (ambiguity resolution, outlier determination, clock breaks, etc.) is performed for the session. Ionospheric corrections are evaluated (using a corresponding database file for the S band) and stored in the database.

It is assumed that databases of version 4 and higher are suitable for batch data processing. Databases of version 1 and version 4, as a rule, are available on the IVS public ftp sites.

IVS WG4 developed a new representation of VLBI data called openDB, which removes unnecessary redundancy. The new format keeps data in netCDF binary files (NetCDF, network Common Data Form, is an open source input/output library). Access to the netCDF files are organized by using wrapper files. Use of different wrapper files makes it possible to represent information corresponding to different database
versions in one data set. For more details on openDB format see (Gipson, 2012).

While all previous releases of CALC/SOLVE software implemented the traditional data flow, the release of the software in 2013 will introduce the use of openDB format. The interaction between various executables and data is shown on the Figure 2. The software νSolve is able to work with both Mk3 DBH and openDB data formats.

3 New VLBI data analysis software

The architecture of νSolve was discussed in detail in (Bolotin et al., 2010) and (Bolotin et al., 2012). Here we just outline the main features of the architecture.

The software is written in the C++ programming language. It is being developed with the Linux/GNU operating system but its use is not limited only to Linux. We tried to use a minimal set of external libraries for its functionality. In addition, to the system libraries, libc and libm, the Qt library is used for the graphical user interface, data containers and auxiliary tools. To have access to data stored in netCDF files we use the netCDF library.

The software consists of two parts:

1. Space Geodesy Library, a library where data structures and algorithms are implemented (about 90% of the total source code);
2. an executable νSolve – a driver that calls the library functions and organizes work with an end-user (about 10% of total source code).

Such organization of the software allows us to reuse the source code in other applications. In the first public releases, while we have only one executable, νSolve, the distributive and the whole software is called νSolve. Later, the library and drivers will be distributed in separate packages.

The modular structure of the software makes it flexible and stable. By a module one means a logical block of the source code that is loosely tied with other parts of the software. A detailed description of modules is given in (Bolotin et al., 2010).

4 Functionality of the software

The software νSolve is designed to be a replacement for interactive SOLVE. It is capable of analyzing a single VLBI session: it performs necessary calibrations and data editing and stores results in an appropriate format. Later νSolve will evolve into a powerful session editor that will allow us to fix all known anomalies of the VLBI observation, e.g., subambiguities.

We should note that νSolve does not make global solutions. A separate executable (driver) will be developed later to perform data analysis of multiple sessions of VLBI observations.

The general features of the software are the following. It is able to read and write data in the Mk3 DBH format as well as in the new openDB format. There are no limitations on the numbers of stations and sources that participate in one session or the number of observations. The software can work either through the CALC/SOLVE catalog subsystem or in a standalone mode. The process of data analysis can be automated to some extent.
The module *Estimator* of vSolve allows one to estimate the following types of parameters: (1) *local* parameter, an unbiased parameter that is determined for whole session, (2) *arc* parameter, an unbiased parameter estimated for specified by user interval (e.g., 1 hour), (3) *piecewise linear function*, coefficients of continuous linear function are estimated from data, where the interval between nodes is specified by the user, and (4) *stochastic* parameters, an alternative to a piecewise linear function. The realization of least square estimation is made with a square root information filter (SRIF) (Biermann, 1977). Using SRIF and its derivations makes it possible to implement a model where arc and piecewise linear functions can have different lengths of segment intervals or have overlapping segments.

The software can estimate the following parameters:

- Coefficients of polynomial model for station clocks
- Tropospheric zenith delays and horizontal gradients
- Station positions
- Antenna axis offsets
- Source coordinates
- Polar motion offsets and rates
- Earth rotation, \( d(UT1 - UTC) \) and its rate
- Angles of nutation
- Baseline clock offsets
- Baseline vectors

The user can assign any of the parameter types to each of these parameters. The user can select a list of stations to estimate their positions or sources to estimate their coordinates. If all available stations or sources are selected, the user can specify what station or source *a priori* coordinates will be used in the equations of No-Net-Rotation and/or No-Net-Translation constraint.

### 4.1 Data processing operations

Essential operations that are necessary to perform to make a VLBI session usable in a batch solution are the following: clock break detection, ambiguity resolution, evaluation of ionospheric correction, corrections of weights of observations, and outlier processing. We now discuss these operations.

A clock break is a discontinuity in the time marks of the observations due to hardware problems at the station. There are also other effects (e.g., manually applied phase calibration which consists of several segments) that are manifested as clock breaks. SOLVE software estimates parameters of a clock break as additional parameters to the whole model. In contrast, vSolve estimates clock break parameters in a separate solution and then applies them in further data analysis. Such an approach allows processing of rare cases of multiple clock breaks. Clock breaks can be detected and corrected in automatic, semi-automatic and manual mode.

Ambiguity resolution of group delays is done using the same ideas implemented in interactive SOLVE. The algorithms implemented in vSolve are less restrictive. The software can process VLBI sessions that have different ambiguity spacing of group delays on different baselines or even on one baseline. In addition, vSolve allows the user to adjust the number of ambiguities manually.

The ionosphere corrections for group delays, phase rates and phase delays are evaluated using dual band VLBI observations. Since the group delays are determined up to an arbitrary number of ambiguity spacings, the evaluated ionospheric correction is not unique. It is a good practice to process clock breaks and resolve group ambiguities before evaluating the ionospheric corrections.

We perform adjustment of observation weights to make normalized \( \chi^2 \) equal to unity. Additional standard deviations can be computed in two modes: a session wide (one weight correction is for the whole set of observations); and a baseline dependent mode. Weighting corrections change the solution and distribution of residuals, making the process of weight correction an iterative process. Weight corrections can be imported from an external file. Reweighting is performed in conjunction with the next operation, outlier elimination.

An outlier is an observation with an absolute value of a normalized residual greater than a user specified threshold. Typically, this threshold is 3 or 5. The normalized residuals can be evaluated either for the whole set of processed observations or on a baseline basis. This process is iterative. After excluding an outlier from a solution, the new solution and normalized residuals have to be recalculated. Excluded observations can be restored action. Reweighting is performed in conjunction with the reweighting.

### 4.2 Use of alternative models and external a priori information

Interactive SOLVE takes into account models of geophysical effects applying corrections to the theoretical values caused by the effect. Such corrections are
called *contributions*. The same mechanism is realized in *vSolve*.

As it was mentioned above, *calc* software evaluates and stores in corresponding Mk3 DBH file or openDB files theoretical values and partials. In addition, it stores the contributions that were applied to the theoretical values. Therefore, to apply an alternative model one should subtract from the theoretical value the corresponding contribution and add then a corrections to the theoretical value evaluated according to the alternative model.

Historically, not all models that are described in IERS Conventions (McCarthy and Petit, 2004) are included in theoretical values. For example, ocean loading effects and diurnal/semidiurnal variations in Earth rotation parameters (ERP) are not added by default. Some alternative models, like tropospheric delay, mapping functions or high frequency variations in ERP, are already implemented in *vSolve*; others will be added later.

Sometimes it is useful to use in the analysis initial values of geophysical parameters that differ from those used in evaluation of theoretical values. One good examples of this is the earthquake in Chile in 2010. As a result of this event, coordinates of the VLBI station in Concepcion, TIGOCONC, shifted more than three meters. On the other hand, *calc* software evaluates theoretical values and partials using standard station positions (e.g., VTRF). Under these circumstances, one will get large residuals for observations at TIGOCONC and values of these residuals are big enough to make it hard to resolve group delay ambiguities.

*SOLVE* as well as *vSolve* adjusts theoretical values for external *a priori* values in the following way:

$$\delta \tau = \left. \frac{\partial \tau}{\partial x} \right|_0 (x_0^{\text{new}} - x_0),$$

where $\delta \tau$ is a correction to theoretical value, $x_0$ is the *a priori* value that was used in calculations of the theoretical value, $x_0^{\text{new}}$ is new *a priori*, and $\frac{\partial \tau}{\partial x}$ is the matrix of corresponding partial derivatives. The following types of external *a priori* data can be altered in *vSolve*:

1. Station positions and velocities;
2. Sources coordinates;
3. Axis offsets of antenna;
4. Mean site tropospheric gradients;
5. Earth rotation parameters.

For compatibility reasons, *vSolve* uses the same formats for external *a priori* files as interactive *SOLVE* does.

5 Conclusions

As the software *vSolve* is a part of the CALC/SOLVE system, it will be publicly available in the next release of CALC/SOLVE. After release, we welcome users to provide comments and suggestions, that will improve the software.

In the next releases we will focus on the following issues: 1) optimizing of data processing time; 2) improvement of the plotting system; 3) extending the functionality; and 4) introducing elements of automatic data processing.
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Continuous integration and quality control for scientific software

A. Neidhardt, M. Ettl, W. Brisken, R. Dassing

Abstract Modern software has to be stable, portable, fast and reliable. This is going to be also more and more important for scientific software. But this requires a sophisticated way to inspect, check and evaluate the quality of source code with a suitable, automated infrastructure. A centralized server with a software repository and a version control system is one essential part, to manage the code basis and to control the different development versions. While each project can be compiled separately, the whole code basis can also be compiled with one central Makefile. This is used to create automated, nightly builds. Additionally all sources are inspected automatically with static code analysis and inspection tools, which check well-none error situations, memory and resource leaks, performance issues, or style issues. In combination with an automatic documentation generator it is possible to create the developer documentation directly from the code and the inline comments. All reports and generated information are presented as HTML page on a Web server. Because this environment increased the stability and quality of the software of the Geodetic Observatory Wettzell tremendously, it is now also available for scientific communities. One regular customer is already the developer group of the DiFX software correlator project.

Keywords software quality, continuous integration, static code analysis, code inspections

1 Continuous integration at a glance

Evaluating the state of a software project or rating the quality of a current software release is quite ambitious. On the one hand it is necessary to define a suitable quality metrics while on the other hand regular checks, inspections and evaluations of these metric parameters must be performed. Continuous integration can give here beneficial support. It is a software development practice by what software, developed parallel by different developers, is frequently (at least once per day) and continually integrated in a centralized environment to reduce integration problems. Each integration is automatically compiled, verified and validated with automated builds, tests and inspections to develop cohesive software more rapidly [Duvall (2011)].

The heart of such a system is a central code repository in a version control system. Each developer regularly commits his code changes, updates and add-ons to this code stock. The system manages the different versions, forces the merging of different contents and logs all changes, so that it a revert to one of the previous versions is possible at any time. It is also possible to checkout the latest version for a continuous self-testing and inspection automatically. It includes code beautifier preparations, nightly builds, documentation generation, unit tests, static code analyses and statistics generations (see fig. 1). The results are presented online on Web pages (see fig. 2).
Different methods of code inspection

The continuous integration environment at the Geodetic Observatory Wettzell uses several different automatic inspections each night [Ettl (2012)], which are briefly introduced in the following sections.

2.1 Code beautifier

Due to the limited spell checking capabilities of programming editors, an automated spell checking tool can help to reduce the number of misspelled words in source code and ASCII files. Finally, this improves the readability of the code and reduces errors in the automatically generated documentation.

Additionally, an automatic formatting tool is used in regular intervals to format the source code according to specific design rules. This ensures the use of the same indentations and programming style in the whole software project. It improves the readability and maintainability.

2.2 Static code analysis

Static code analysis inspects the code, to find potential programming flaws. The programs are not executed or compiled for these tests. Currently, a collection of open source static analyzing tools are used available. These tools are aimed to find bugs, which usually a compiler does not detect in C/C++-source code, as e.g. memory leaks, null pointer dereferencing, unused variables, not initialized variables, mismatching allocations/deallocations, buffer overruns, or memory accesses out of bound and many others.

2.3 Nightly builds

An automated build system compiles and links the whole sources each night. It is based on standard GNU-Makefiles for each project. Projects with several sub-projects have a top level Makefile, which starts the building processes of the sub-projects. This is done automatically on a Linux server every night, using several GNU-compiler versions. The output is converted into
Continuous integration

HTML, so that the developers can easily check each day if their committed source code is compilable in the project.

2.4 Unit tests

Unit tests are small test programs to check the plausibility of the behavior and results of functions. At Wettzell a unit test environment was adapted to collect all the functional testing programs for different test cases (simple_testsuite). This suite validates all the basic software components and the generated code if the developer has written dedicated tests. The suite runs on different architectures (32-/64-bit) with different compilers and in combination with different Linux operating systems to reveal portability issues. Furthermore, the test coverage is captured using the GNU-compiler functionality. Based on this information, it is possible to measure the quality of the tested source code in a dedicated code metric.

2.5 Documentation generator

The developer documentation is created automatically with an open source documentation generator. This tool reads the source code and especially the comments inside, to extract the needed information for a HTML documentation. It includes call graphs, function headers, links between functions, and so on. This automated generation of developer documents supports a quick sharing of information. For newbies, it offers an quick overview of the object oriented software structure and the relationship of software components belonging to the projects.

3 Useful tools

Therefore the developer teams at the Geodetic Observatory Wettzell use several separate tools, which are combined to an own, proprietary Continuous Integration system, consisting of a set of hierarchically arranged Perl scripts for the Continuous Integration build. Currently it is a sequential processing triggered once a day as a cron job. It presents the results via generated Web pages, using an Apache Web server. This Continuous Integration system is also offered to a dedicated group of external developers in the Geodetic community on an external Web server, so that they can build and check their own code assets with the selective tools\(^1\). It is almost automated and can also deal with archive files. The used open source tools are\(^2\):

- **Version control statistics:**
  - StatSVN: Create a statistic about the version control system status
    http://statsvn.org/

- **Coding style:**
  - Artistic Style 2.02: Beautify the code according to the coding style
    http://astyle.sourceforge.net/astyle.html

- **Code build:**
  - GNU make: Automatic code builds with different compilers
    http://www.gnu.org/software/make/

- **Static code inspection:**
  - Cppcheck: Static code analysis
    http://sourceforge.net/projects/cppcheck
  - codespell: Spell check of program and text files
    http://git.profusion.mobi/cgit.cgi/lucas/codespell
  - nsiqcppstyle: Find non-reentrant functions in code
    http://code.google.com/p/nsiqcppstyle/
  - Flawfinder: Find security problems
    http://www.dwheeler.com/flawfinder/
  - PScan: Detect common printf/scanf format errors
    http://deployingradius.com/pscan/
  - Simian: Detect duplicated code
    http://www.harukizaemon.com/simian/
  - Own, proprietary shell development: Detect redundant files in the repository
  - Own, proprietary Perl development: Detect project style flaws

- **Documentation generation:**
  - Doxygen: Generate developer documentation
    http://www.stack.nl/~dimitri/doxygen/index.html

---

\(^1\) Currently the service exists as a free "e-Service" of the "e-Control Software" environment on the Web page http://www.econtrol-software.de. Each project has own user rights and credentials.

\(^2\) All Web pages were checked for correctness on July 26th, 2012.
4 Conclusion

This continuous integration work-flow reduces the amount of severe security and safety issues during the whole software development process at the Geodetic Observatory Wettzell. Currently, all software developments at the observatory are checked internally. But parts of it are also offered as a service to the community (see http://www.econtrol-software.de). Also the DiFX community uses this service frequently to check its software correlator code³.
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Rapid UT1 Estimation Derived from Tsukuba VLBI Measurements after 2011 Earthquake

G. Engelhardt, V. Thorandt, D. Ullrich

Abstract The Tsukuba station is an essential station in two IVS Intensive series for rapid UT1 estimation. The use of this station in rapid UT1 estimation requires a set of best predetermined station coordinates but the Earthquake in Japan in March 2011 moved the station Tsukuba and the motion is still continuing. The VLBI group at BKG developed a procedure to get most probable station positions of Tsukuba for the epochs of the Intensive sessions. The procedure is explained and the results show that the analysis of the post-quake Intensive sessions with station Tsukuba can be used for operational UT1 estimation.
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1 Situation before and after the 2011 Earthquake

After a big earthquake in the region of the VLBI station TSUKUBA (IVS name TSUKUB32) in Japan on March 11th, 2011 station displacements up to 67 centimeters occurred. The time series of the station coordinates about 1.5 years before and after the earthquake can be seen in Figures 1, 2, and 3. You can see a big offset in east component but also different rates in all components after the Earthquake.

2 Procedure of Intensive Session Processing (Int2/3)

a) TSUKUB32 coordinate series from BKG global solution bkg00013

The BKG global solution bkg00013 for generating terrestrial reference frame (TRF) and celestial reference frame (CRF) realizations, tropospheric parameters, and EOP series based on a solution mode with common estimation of all parameter types from 24-hours sessions since 1984. The station coordinates of TSUKUB32 are one part of the arc-parameters in sessions with station TSUKUB32. The station position time series of TSUKUB32 in X, Y, Z coordinate components and their standard deviations are extracted in a first step.

b) TSUKUB32 smoothed pseudo-coordinate series

The locally determined station coordinates of TSUKUB32 and their standard deviations are used for the estimation of a weighted mean between two sequent station positions in mid-epoch of both single solutions. Thus a smoothed pseudo-coordinate series of station TSUKUB32 can be generated for all coordinate components (X, Y, Z). Figure 4 shows an example for the X coordinate component.

c) Linear interpolation

The smoothed pseudo-coordinate series of TSUKUB32 is used for linear interpolation between the epochs of two sequent data points to get most probable station positions for the epochs of Int2/3 sessions. An example for the first Int2 session after the earthquake in X component can be seen in Figure 5. If epochs of Int2/3 sessions are after the last estimated TSUKUB32 position, coordinates...
d) UT1 estimation

After determination of most probable station positions of TSUKUB32 for the epochs of Int2/3 sessions regular analysis can be executed. The estimated parameter types are UT1-TAI, station clock, and zenith troposphere together with fixed station coordinates (VTRF2008a) and radio source positions (ICRF2).

3 Comparison with IERS C04 Series

The estimated UT1-UTC values of Int2/3 sessions were compared with the official EOP (IERS) 08 C04 daily series (IERS C04, 2013). Data about 1.5 years before and after the March 2011 earthquake were regarded. For each period of time a weighted root mean square (WRMS) was computed on the basis of differences to IERS C04. The WRMS derived from data before (28 microseconds) and after the earthquake (27 microseconds) is nearly the same and no significant differences can be seen in the diagram of all single differences UT1 Int2/3 minus UT1 C04 (Figure 6).

4 Integration in Technological Process

The above described single steps for handling the Int2/3 sessions with station TSUKUB32 were joined to a semi-automatic process. The newly determined a priori station coordinates for each TSUKUB32 Intensive session are used as input for the session by session TSUKUB32 Intensive cycle run. Finally an IVS formatted EOP list is created and mixed with the non-TSUKUB32 IVS EOP list. These algorithms
Fig. 6 Differences of UT1-UTC from Int2/3 sessions with TSUKUB32 and official IERS C04 values before and after the March 2011 earthquake were included in the BKG post-interactive parts for establishing the IVS EOP solutions.

5 Conclusions

On the basis of an interpolation procedure of the station position time series of TSUKUB32 derived from a global solution with all 24-hours sessions most probable station positions of TSUKUB32 for the epochs of the Intensive sessions can be estimated. Based on a comparison with IERS C04 series no differences in accuracy of the UT1 estimation from Int2/3 sessions with epochs before and after the March 2011 earthquake near the TSUKUB32 VLBI station are visible.
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On the Impact of the Seasonal Station Motions on the Intensive UT1 Results

Z. Malkin

Abstract UT1 estimates obtained from the VLBI Intensives data depend on the station displacement model used during processing. In particular, because of seasonal variations, the instantaneous station position during the specific Intensive session differs from the position predicted by the linear model generally used. This can cause systematic errors in UT1 Intensives results. In this paper, we first investigated the seasonal signal in the station displacements for the 5 VLBI antennas participating in UT1 Intensives observing programs, along with the 8 collocated GPS stations. It was found that a significant annual term is present in the time series for most stations, and its amplitude can reach 8 mm in the height component, and 2 mm in horizontal components. However, the annual signals found in the displacements of the collocated VLBI and GPS stations at some sites differ substantially in amplitude and phase. The semiannual harmonics are relatively small and unstable, and for most stations no prevailing signal was found in the corresponding frequency band. Then two UT1 Intensives series were computed with and without including the seasonal term found in the previous step in the station movement model. Comparison of these series has shown that neglecting the seasonal station position variations can cause a systematic error in UT1 estimates, which can exceed 1 microarcsecond, depending on the observing program.

Keywords VLBI, IVS, Earth orientation parameters, UT1 Intensives

1 Introduction

To get more frequent and timely VLBI UT1 estimates, several special IVS observing programs called Intensives are conducted daily on one or two baselines, have 1-hour duration, mostly employ electronic data transfer (e-VLBI), and hence provide rapid turnaround time from several hours to 2 days. Due to the short session duration (usually 1 hour) and poor network geometry, only a limited number of parameters can be effectively estimated from these observations. Generally, this includes only UT1, station clocks offsets, and zenith tropospheric delays. Thus UT1 estimates derived from the Intensives sessions decisively depend on many a priori parameters used during data processing, in particular, on the station displacement model. Generally, station displacements are modelled using linear model. However, because of seasonal variations, the instantaneous station position during the specific session differs from the position predicted by such a model. This can cause systematic errors in UT1 Intensives results as was suggested by Malkin et al. (2012b).

In this paper, we first studied the seasonal signal in the station displacements for the five VLBI antennas participating in the main Intensives observing programs. The displacement of the collocated GPS stations were also considered to estimate a site-specific seasonal signal in the movements of the stations belonging to the site. If this effect prevails over the station-specific phenomena, the GPS data can be used to adjust the parameters of the VLBI station seasonal displacement model. Then the impact of the seasonal VLBI station position variations on UT1 Intensives estimates is investigated.
2 Seasonal station movements

In accordance with the goal of this study, the 5 VLBI stations most actively participating in the current IVS UT1 Intensives observing programs were considered. We also used GPS data from 8 collocated GPS stations having good observational history to investigate if it could be useful to improve the seasonal displacement model of the VLBI stations.

Finally, we used 13 stations located at five sites: Kokee Park (Hawaii, USA), Ny-Ålesund (Spitsbergen, Norway), Svetloe (Russia), Tsukuba (Japan), and Wettzell (Germany). All 13 stations are included in the ITRF2008 (Altamimi et al., 2011).

The data time interval was taken as 2004.0 to 2009.6. The latter date coincides with the end of the ITRF2008 data. The beginning of the interval is defined by the beginning of active observations by the Svetloe VLBI station. For our analysis, we used the time series of the VLBI and GPS residuals computed from the ITRF2008 solution1. Using the ITRF2008 residuals has a large advantage over other series because it directly corresponds to the seasonal discrepancy in station position one introduces by using the ITRF2008 model in space geodesy applications.

Amplitude and phase analysis of the results presented in Table 1 can help us to decide what part of the seasonal signal is related to the site, and what part is station- or technique-specific. Detailed analysis of this problem is beyond the scope of this study. It is mostly important for us to make a decision on whether the parameters of the seasonal signal found in the GPS station displacement time series can help to improve the model of seasonal variations in the VLBI station positions.

One can see that the semiannual signal in the horizontal components of the station displacements is small, mostly well below 1 mm, and unstable. Analysis of the phases of the semiannual signal (see Table 1) shows that they are mostly different for the VLBI and GPS stations belonging to the same site. As to VLBI stations, Ts shows the greatest semiannual component in the amplitude of 0.6 mm. As to the height variations, the semiannual signal is more substantial at several stations: Ny, Sv, Ts, KOKB, NYAL, NYA1, and SVTL.

So, in this paper we concentrate on the investigation of the annual signal in station displacements. A statistically significant annual signal is present in most series. The largest  \(dH\) amplitude is observed at Tsukuba stations Ts and TSKB—a well known fact from previous
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### Table 1: Seasonal harmonics in the stations motion

<table>
<thead>
<tr>
<th>Station</th>
<th>(A_1)</th>
<th>(P_1)</th>
<th>(A_2)</th>
<th>(P_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kk</td>
<td>0.9 ± 0.2</td>
<td>0.8 ± 0.2</td>
<td>2.2 ± 0.5</td>
<td>2.2 ± 0.5</td>
</tr>
<tr>
<td>P1</td>
<td>326 ± 15</td>
<td>95 ± 19</td>
<td>288 ± 15</td>
<td>288 ± 15</td>
</tr>
<tr>
<td>A2</td>
<td>0.0 ± 0.2</td>
<td>0.3 ± 0.3</td>
<td>0.4 ± 0.5</td>
<td>0.4 ± 0.5</td>
</tr>
<tr>
<td>P2</td>
<td>294 ± 269</td>
<td>67 ± 55</td>
<td>346 ± 81</td>
<td>346 ± 81</td>
</tr>
<tr>
<td>KOKB</td>
<td>0.2 ± 0.1</td>
<td>0.9 ± 0.1</td>
<td>1.3 ± 0.3</td>
<td>1.3 ± 0.3</td>
</tr>
<tr>
<td>P1</td>
<td>140 ± 30</td>
<td>354 ± 5</td>
<td>275 ± 10</td>
<td>275 ± 10</td>
</tr>
<tr>
<td>A2</td>
<td>0.3 ± 0.1</td>
<td>0.3 ± 0.1</td>
<td>1.7 ± 0.3</td>
<td>1.7 ± 0.3</td>
</tr>
<tr>
<td>P2</td>
<td>345 ± 24</td>
<td>91 ± 14</td>
<td>325 ± 9</td>
<td>325 ± 9</td>
</tr>
<tr>
<td>NYAL</td>
<td>0.2 ± 0.1</td>
<td>1.0 ± 0.1</td>
<td>1.7 ± 0.3</td>
<td>1.7 ± 0.3</td>
</tr>
<tr>
<td>P1</td>
<td>70 ± 12</td>
<td>23 ± 5</td>
<td>78 ± 11</td>
<td>78 ± 11</td>
</tr>
<tr>
<td>A2</td>
<td>0.2 ± 0.1</td>
<td>0.7 ± 0.1</td>
<td>2.4 ± 0.3</td>
<td>2.4 ± 0.3</td>
</tr>
<tr>
<td>P2</td>
<td>90 ± 14</td>
<td>230 ± 7</td>
<td>206 ± 8</td>
<td>206 ± 8</td>
</tr>
<tr>
<td>NYA1</td>
<td>0.3 ± 0.1</td>
<td>0.6 ± 0.1</td>
<td>3.5 ± 0.3</td>
<td>3.5 ± 0.3</td>
</tr>
<tr>
<td>P1</td>
<td>48 ± 7</td>
<td>106 ± 5</td>
<td>26 ± 4</td>
<td>26 ± 4</td>
</tr>
<tr>
<td>A2</td>
<td>0.3 ± 0.1</td>
<td>0.5 ± 0.1</td>
<td>2.5 ± 0.3</td>
<td>2.5 ± 0.3</td>
</tr>
<tr>
<td>P2</td>
<td>115 ± 10</td>
<td>255 ± 7</td>
<td>219 ± 6</td>
<td>219 ± 6</td>
</tr>
<tr>
<td>SVTL</td>
<td>0.8 ± 0.1</td>
<td>0.2 ± 0.1</td>
<td>1.6 ± 0.4</td>
<td>1.6 ± 0.4</td>
</tr>
<tr>
<td>P1</td>
<td>194 ± 5</td>
<td>243 ± 30</td>
<td>149 ± 12</td>
<td>149 ± 12</td>
</tr>
<tr>
<td>A2</td>
<td>0.3 ± 0.1</td>
<td>0.2 ± 0.1</td>
<td>1.7 ± 0.4</td>
<td>1.7 ± 0.4</td>
</tr>
<tr>
<td>P2</td>
<td>185 ± 14</td>
<td>78 ± 27</td>
<td>291 ± 12</td>
<td>291 ± 12</td>
</tr>
<tr>
<td>Ts</td>
<td>0.8 ± 0.3</td>
<td>1.4 ± 0.3</td>
<td>5.1 ± 0.5</td>
<td>5.1 ± 0.5</td>
</tr>
<tr>
<td>P1</td>
<td>155 ± 19</td>
<td>336 ± 11</td>
<td>318 ± 5</td>
<td>318 ± 5</td>
</tr>
<tr>
<td>A2</td>
<td>0.1 ± 0.2</td>
<td>0.6 ± 0.3</td>
<td>3.3 ± 0.4</td>
<td>3.3 ± 0.4</td>
</tr>
<tr>
<td>P2</td>
<td>5 ± 134</td>
<td>316 ± 27</td>
<td>348 ± 7</td>
<td>348 ± 7</td>
</tr>
<tr>
<td>TSKB</td>
<td>1.1 ± 0.2</td>
<td>1.6 ± 0.1</td>
<td>7.4 ± 0.2</td>
<td>7.4 ± 0.2</td>
</tr>
<tr>
<td>P1</td>
<td>255 ± 10</td>
<td>352 ± 3</td>
<td>328 ± 2</td>
<td>328 ± 2</td>
</tr>
<tr>
<td>A2</td>
<td>0.5 ± 0.2</td>
<td>0.4 ± 0.1</td>
<td>1.7 ± 0.2</td>
<td>1.7 ± 0.2</td>
</tr>
<tr>
<td>P2</td>
<td>336 ± 22</td>
<td>24 ± 15</td>
<td>108 ± 7</td>
<td>108 ± 7</td>
</tr>
<tr>
<td>Wz</td>
<td>0.1 ± 0.1</td>
<td>0.2 ± 0.1</td>
<td>1.8 ± 0.3</td>
<td>1.8 ± 0.3</td>
</tr>
<tr>
<td>P1</td>
<td>221 ± 53</td>
<td>223 ± 37</td>
<td>240 ± 11</td>
<td>240 ± 11</td>
</tr>
<tr>
<td>A2</td>
<td>0.1 ± 0.1</td>
<td>0.1 ± 0.1</td>
<td>0.7 ± 0.3</td>
<td>0.7 ± 0.3</td>
</tr>
<tr>
<td>P2</td>
<td>53 ± 78</td>
<td>145 ± 82</td>
<td>18 ± 31</td>
<td>18 ± 31</td>
</tr>
<tr>
<td>WTZA</td>
<td>0.7 ± 0.1</td>
<td>0.1 ± 0.1</td>
<td>1.6 ± 0.3</td>
<td>1.6 ± 0.3</td>
</tr>
<tr>
<td>P1</td>
<td>38 ± 5</td>
<td>62 ± 31</td>
<td>185 ± 8</td>
<td>185 ± 8</td>
</tr>
<tr>
<td>A2</td>
<td>0.0 ± 0.1</td>
<td>0.1 ± 0.1</td>
<td>0.9 ± 0.2</td>
<td>0.9 ± 0.2</td>
</tr>
<tr>
<td>P2</td>
<td>32 ± 74</td>
<td>96 ± 27</td>
<td>325 ± 15</td>
<td>325 ± 15</td>
</tr>
<tr>
<td>WZTR</td>
<td>0.6 ± 0.1</td>
<td>0.1 ± 0.1</td>
<td>2.3 ± 0.3</td>
<td>2.3 ± 0.3</td>
</tr>
<tr>
<td>P1</td>
<td>42 ± 5</td>
<td>57 ± 51</td>
<td>154 ± 6</td>
<td>154 ± 6</td>
</tr>
<tr>
<td>A2</td>
<td>0.1 ± 0.1</td>
<td>0.1 ± 0.1</td>
<td>0.5 ± 0.3</td>
<td>0.5 ± 0.3</td>
</tr>
<tr>
<td>P2</td>
<td>194 ± 31</td>
<td>27 ± 31</td>
<td>332 ± 26</td>
<td>332 ± 26</td>
</tr>
<tr>
<td>WZZ</td>
<td>0.8 ± 0.1</td>
<td>0.3 ± 0.1</td>
<td>2.2 ± 0.2</td>
<td>2.2 ± 0.2</td>
</tr>
<tr>
<td>P1</td>
<td>14 ± 4</td>
<td>265 ± 12</td>
<td>166 ± 6</td>
<td>166 ± 6</td>
</tr>
<tr>
<td>A2</td>
<td>0.1 ± 0.1</td>
<td>0.1 ± 0.1</td>
<td>0.8 ± 0.2</td>
<td>0.8 ± 0.2</td>
</tr>
<tr>
<td>P2</td>
<td>336 ± 38</td>
<td>208 ± 40</td>
<td>354 ± 16</td>
<td>354 ± 16</td>
</tr>
</tbody>
</table>
studies, see, e.g., Munekane et al. (2004). One can see that at all the sites, the annual signals for the stations belonging to the site differ substantially in amplitude and/or phase in at least one component. Table 1 gives detailed information about the differences between the parameters of the annual signals found for collocated GPS and VLBI stations. This results agree well with Tesmer et al. (2009) and Ding et al. (2005). However, the phase of the annual term in the height variations for Kk and Ny (the only common stations between this study and Ding et al. (2005)) found in our analysis agree much better than found in Ding et al. (2005).

Finally, we can make two main conclusions from the results of this section:

- Using the seasonal signal parameters found in the GPS stations position time series for refinement of the model of seasonal variations of VLBI station positions generally cannot be justified without additional investigation of the structure and nature of seasonal displacements.
- An annual harmonic model is a simple, but still sufficiently good approach for our study.

3 VLBI data analysis

Assessment of the impact of seasonal station position variations on UT1 Intensives results was made by processing VLBI data collected from the main Intensives programs for a 6-year interval from the beginning of March 2005 till the end of February 2011. The end of the interval is defined by the strong earthquake in Japan on March 11, 2011, which resulted, in particular, in a large displacement of the TSUKUB32, one of the key stations for the Int2 and Int3 IVS Intensives observing programs. This event was not accounted for in the ITRF2008 because it happened after its completion. Any current extension of the ITRF TSUKUB32 displacement model might be inconsistent with ITRF2008, and thus is inappropriate for our study. The 10 days in March 2011 immediately preceding the March 11 earthquake were not included in the processing to avoid the possible impact of pre-quake earth surface deformations.

The observing programs used in this work are: Int1 (KkWz, Int1a (KkSvWz), Int2 (TsWz), and Int3 (NyTsWz)). The observations were processed in two solution modes: modeling station motion according to the ITRF2008 linear model and with addition of only the annual variations in the station displacement with the amplitude and phase found in the previous section for the VLBI stations.

Consequently, four pairs of time series were obtained for four IVS UT1 observing programs described above. The results of these computations and comparison of UT1 estimates are shown in Fig. 1. The gap in the series in 2010 is caused by the Wettzell antenna repairs in the period from the beginning of September to the end of November.

The results of this test presented in Fig 1 show that the strong annual signal is present in all the UT1 series, but with different amplitude: just over 1 µs for Int1 and Int1a series and 2–3 times smaller for Int2 and Int3 ones. The uncertainty of the amplitude estimates is much smaller than the amplitude itself. The annual spectral peak for Int3 is shifted slightly with respect to the nominal period of 1 yr, but there are too few observations for this observing program to allow us to get a reliable spectrum. The amplitude of the semiannual term is below 0.15 µs for all the series.

The Int2 and Int3 differences also show signal at the periods of 90 and 60 days, which can be a result of the periodicity in schedules (Hefty and Gontier, 1997; Titov, 2000). The amplitude of the 90-day term in the Int2 and Int3 differences are 0.28 and 0.36 µs, respectively. The amplitude of the 60-day term in the Int2 and Int3 differences are 0.31 and 0.33 µs, respectively.

One can see that the annual signal in the Int1a (KkSvWz baselines) UT1 series is similar to the annual signal in the Int1 series (KkWz baseline). This is also the case for Int3 (NyTsWz baselines) and Int2 (TsWz baseline). This means that the addition of a third station to the Int1 and Int2 networks does not significantly change the impact of the annual signal in the station displacement on UT1 estimates. A similar conclusion was made in Malkin (2011) with respect to the impact of celestial pole modeling on Intensives UT1 results. Unfortunately, the small number of Int1a and Int3 sessions does not allow us to make a more detailed reliable analysis.

4 Conclusions

In this paper, we investigated the impact of the seasonal station position variations on UT1 estimates obtained from the processing of VLBI Intensives observations.

At the first stage, we detected and investigated the seasonal signal in the 5 VLBI station displacement time series, along with position time series of 8 collocated GPS stations. The time series of the ITRF2008 residuals computed in the framework of computation of the ITRF2008 solution were used for this analysis. The differences were fitted to the model consisting of
It was found that the amplitude of the seasonal term can reach 8 mm in the height component and 2 mm in the horizontal components. The semiannual harmonics is relatively small and unstable, and for most stations no prevailing semiannual signal was found in the corresponding frequency band. So, only the annual term was used for further detailed analysis. Comparison of annual signals found in the displacements of the collocated VLBI and GPS stations has shown that for some sites they differ substantially in amplitude and phase.

Further, it has been shown that the seasonal variations in the station movements cause systematic errors in UT1 results obtained from the processing of the VLBI Intensives observations. This error depends on the observing program design and schedule and exceeds 1 µs for the longest currently active IVS Intensives program Int1 (baseline KkWz). This value may seem insignificant, for it is below the current precision and accuracy of UT1 Intensives results. However, taking into account its systematic (seasonal) behavior, it should be considered substantial when using Intensives results for densification of UT1 series obtained from the multibaseline 24-hour VLBI UT1 series with the accuracy at the level of a few microseconds (Gambis and Luzum, 2011). Also, it becomes more substantial with coming improvements in the VLBI technique in the framework of the IVS VLBI2010 project (Petrachenko et al., 2009).

In our opinion, the results of this study give more weight to including a seasonal term(s) (as well as the post-quake exponential relaxation not considered in this paper) in the ITRF station position model as suggested, e.g., by Hugentobler et al. (2010); Malkin (2010); Malkin et al. (2012b); Altamimi et al. (2012), as is routine in some analysis centers for GPS station position modeling (Nikolaidis, 2002). In this connection, it is very important to understand how it should be done. Generally speaking, two main options can be considered: define a non-linear motion model for the whole site (analogously to velocities) or use a specific models for each stations. It seems, that obtained results have clearly shown that the second option should be used to achieve a mm-level accuracy of the stations motion modeling.

It should be emphasized that such an extension of the standard linear trend ITRF model is important not only for the current and future operational process-
Impact of Seasonal Station Motions on UT1

The many-year UT1 Intensives series is important for densification of the UT1 series obtained from the 24-hour VLBI sessions. Reprocessing all the historical data collected, in the first place, on the intercontinental baselines, indeed after investigation of the seasonal variations of the stations involved, may be of importance for investigation of the Earth’s rotation.

Finally, the method of analysis used in this work can be useful for the refinement of a scheduling strategy with respect to mitigation of the impact of the station non-linear motions on UT1 Intensives results, as well as on other parameters determined from the VLBI observations.

More details of this work can be found in Malkin (2013), which should be used as the primary reference to this study.

References


Z. Altamimi, X. Collilieux, L. Métiervier, and P. Rebischung. Strengths and weaknesses of the IGS contribution to the ITRF. IGS Workshop, Olsztyn, Poland, July 2012.


VLBI-Art: VLBI analysis in real-time

M. Karbon, T. Nilsson, C. Tierno Ros, R. Heinkelmann, H. Schuh

Abstract Geodetic Very Long Baseline Interferometry (VLBI) is one of the primary space geodetic techniques providing the full set of Earth Orientation Parameters (EOP) and it is unique for observing long term Universal Time (UT1). Accurate and continuous EOP obtained in near real-time are essential for satellite-based navigation and positioning, enable the precise tracking of interplanetary spacecraft and thus are the aim of the VGOS (VLBI2010 Global Observing System). With this next generation VLBI system and network, the International VLBI Service for Geodesy and Astrometry (IVS) increased its efforts to reduce the time span between the collection of VLBI observations and the availability of the final results. Project VLBI-Art contributes to these objectives by considerably accelerating the VLBI analysis procedure by implementing an elaborate Kalman filter, which represents a perfect tool for analyzing VLBI data in quasi real-time. The Kalman filter will be embedded in the Vienna VLBI Software (VieVS) as a completely automated tool, i.e. with no need of human interaction.

Keywords VLBI2010, Kalman filter

1 Introduction

Geodetic Very Long Baseline Interferometry (VLBI) is the only space geodetic technique that allows the estimation of the full set of Earth Orientation Parameters (EOP), especially Universal Time (UT1) and celestial pole offsets. Furthermore, it is the only technique for the realization of the International Celestial Reference Frame (ICRF). Additionally estimates of the tropospheric delay and other geodynamical and astronomical parameters can be provided (Sovers et al., 1998; Krásná et al., 2013). The International VLBI Service for Geodesy and Astrometry (IVS) currently conducts two to four 24-hourly VLBI sessions every week; the results are usually available within two weeks (Schuh and Behrend, 2012). The so-called intensive sessions are about one hour long and are observed by two to four stations with a particular focus on the UT1 determination. They are carried out almost every day and the results usually have a delay of one to two days. However, for (near) real-time navigation and positioning on the Earth and in space, real-time continuous EOP are necessary. For example, for the precise orbit determination of GNSS (Global Navigation Satellite Systems) satellites, accurate EOP are needed. Also for the tracking of interplanetary spacecrafts the exact orientation of the Earth in space is required (Ichikawa et al., 2004). To reach these goals, the VLBI2010 Global Observing System (VGOS; Petrochanko et al. (2009)) was proposed, where a dense network of very fast moving ‘VLBI2010’ antennas (slewing speed >6°/s) is foreseen, which are able to provide a high number of observations per time and are continuously operating. The aim is to reach an accuracy of 1 mm (position), 1 mm/year (velocity), respectively, from a global solution of 24-hour sessions, and near real-time operation with the help of electronic transfer of the data to the correlators. In order to retrieve the analysis results in near real-time, a solution algorithm is also required applying completely automated processes.
2 Concept

The aim of the project VLBI-Art is to considerably shorten the time between the availability of VLBI observations and the availability of their respective results. The Kalman filter is a convenient method for real-time applications and it already proofed its suitability for VLBI analysis some time ago (Herring et al., 1990; Titov et al., 2004). However, the algorithms in the existing software packages implement the Kalman filter in the form of a post-processing tool, as the applied Kalman filters are not designed for true real-time applications. Within project VLBI-Art a Kalman filter will be realized that is in particular designated for analyzing VLBI data in (near) real-time. Since 2008, a VLBI analysis software has been developed at the Department of Geodesy and Geoinformation at Vienna University of Technology, called Vienna VLBI Software (VieVS) (Böhm et al., 2011; Nilsson et al., 2011). The Kalman filter developments of this project will be inserted into VieVS enabling the software package to automatically analyze VLBI data in real-time. The VieVS software consists of several parts. A schematic diagram is shown in Fig. 1, which includes how the near real-time VLBI data flow is intended to be realized. Vie_INIT reads the observed group delays currently from the so-called NGS-files. In Vie_MOD the theoretical VLBI delays and the partial derivatives of the observations w.r.t. the unknown parameters are calculated according to the most recent IERS Conventions (2010) and IVS standards (http://vlbi.geod.uni-bonn.de/IVS-AC/). The planned extensions of the existing program code, labeled as Vie_KALMAN, will include the new code, where the unknown parameters are estimated through the Kalman filter instead of the least-squares method, which is usually applied in VLBI analysis. To optimize the performance of the algorithm and to tweak the real-time capabilities of the Kalman filter, various investigations are foreseen in project VLBI-Art with real as well as simulated data. The results will be compared to other VLBI analysis packages and to corresponding parameter series from other techniques such as the Global Navigation Satellite Systems (GNSS). As VieVS contains a scheduling (VIE_SCHED) as well as a simulation tool, we will be able to simulate artificial observations for the complete future VLBI2010 network and assess the real-time accuracy which can be achieved. Moreover we will investigate the promising possibility of feeding data provided by other sensors into the Kalman filter, like atmospheric angular momentum calculated from numerical weather models or tropospheric delays from GNSS or water vapor radiometer.

3 Method

The Kalman filter is widely applied in various fields of research and development including the analysis of space geodetic data (c.f. Morabito et al. (1988); Herring et al. (1990); Nilsson et al. (2011)). The advantage of such a filter over ordinary least-squares is that the estimation is made sequentially, epoch by epoch, by combining the observations at each epoch with the estimation of the previous epochs, making it ideal for real-time applications (Kalman, 1960). If \( x_k \) is the state vector containing all unknown parameters to be estimated at epoch \( k \), it can be related to the estimates at a previous epoch \( x_{k-1} \) through

\[
x_k = F_k x_{k-1} + w_k,
\]

where \( F_k x_{k-1} \) is the prediction of \( x_k \) based on \( x_{k-1} \) and \( w_k \) is the error in the prediction. The covariance matrix of the total error \( P_k \) can be calculated by
\[ P_k^- = F_k P_{k-1} F_k^T + Q_k, \]  
\[ \text{with } P_{k-1} \text{ denoting the variance-covariance matrix of } x_{k-1} \text{ and } Q_k \text{ the variance-covariance matrix of the prediction error } w_k. \]  
The observations \( z_k \) at epoch \( t_k \) are introduced through 
\[ z_k = H_k x_k + v_k. \]  
\( H_k \) is the observation matrix and \( v_k \) is the observation noise. To get the optimal estimation for \( x_k \) and its covariance matrix \( P_k \) the prediction \( x_k^- \) and the observation \( z_k \) can be combined 
\[ x_k = x_k^- + K_k (z_k - H_k x_k^-), \quad P_k = (I - K_k H_k) P_k^- , \]  
with the Kalman gain \( K_k \)
\[ K_k = P_k^- H_k^T (H_k P_k^- H_k^T + R_k)^{-1}, \]  
where \( R_k \) is the variance-covariance matrix of the observation noise \( v_k \).

4 Conclusions

Within project VLBI-Art we will develop a software module for near real-time analysis of VLBI data extending the existing analysis software VieVS. This step will enable the software to process VLBI data in near real-time and to predict various parameters, like EOP, necessary for example for space craft navigation or tropospheric parameters, which are of interest for meteorology. We will compare our Kalman filter solution with the results from other software packages and test the effects of feeding additional data like atmospheric angular momentum functions or information about the local water vapor content into the filter. With this software we aim to be prepared for the VLBI2010 analysis requirements with its huge data amount and its ambitious goals to continuously observe and derive results in near real-time. Since VieVS is a freely available software for registered users, also this module will be freely available after the Kalman filter is correctly implemented and thoroughly tested.
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Automated analysis of dUT1 with VieVS using new post-earthquake coordinates for Tsukuba

N. Kareinen, M. Uunila

Abstract The automated analysis of dUT1 from intensive sessions performed in Aalto University Metsähovi Radio Observatory include IVS-INT2 and IVS-INT3 sessions. These sessions are sensitive to a priori positions of the stations due to the small number of baselines. We analyze IVS-R1 sessions to estimate the new a priori coordinates for Tsukuba affected by the March 2011 Tohoku Earthquake in order to include IVS-INT2 and to improve the accuracy of IVS-INT3 sessions in the analysis. The procedure for utilising new a priori coordinates is automated and included in the dUT1 analysis. It can be utilised in case of another event disrupting the stations in the observation network.
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1 Introduction

In the analysis conducted at Aalto University Metsähovi Radio Observatory the Earth rotation parameter dUT1 is automatically derived from the hour-long daily International VLBI Service for Astrometry and Geodesy (IVS) intensive sessions, which consists of three types: IVS-INT1, IVS-INT2, and IVS-INT3. The sessions are analysed with VieVS 1d in batch mode using three different analysis strategies (S-1, S-2, S-3) (Uunila et al., 2012).

Due to the network geometry in the IVS intensive sessions it is necessary to have an accurate knowledge of the a priori positions of the participating stations. The Tsukuba VLBI station (TSUKUB32), which participates weekly in IVS-INT2 and IVS-INT3 sessions, was affected by the March 11th 2011 Tohoku Earthquake causing it to shift over 60 cm due East(Kareinen and Uunila, 2012). The ongoing postseismic relaxation continues to affect the coordinates of TSUKUB32. The error in the station position propagates to UT1 and thus a post-earthquake correction must be applied to the a priori position of TSUKUB32.

We applied post-earthquake correction to the a priori position of TSUKUB32 by using the GPS based Tsukuba Position Service 1 (MacMillan et al., 2012) as well as coordinates derived from IVS-R1 sessions. Results from the automated analysis were reprocessed with new a priori positions and the results of two approaches were compared both with one another and to the old uncorrected results.

2 Automated analysis with new TSUKUB32 coordinates

The automated analysis of dUT1 from intensive sessions is currently done using VieVS 1d in batch mode. Common modelling options for all three automated analysis strategies include TRF, CRF, precession and nutation, ocean loading and ephemerides. The models used respectively are VTRF2008 (modified for TSUKUB32), ICRF2, IAU 2000A, FES 2004, and JPL421. Different modelling options are used for dUT1, mapping function and atmospheric loading. (Uunila et al., 2012) The modelling options incorporated for these parameters are listed in Table 1.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>EOP</th>
<th>Mapping function</th>
<th>Atm. loading</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-1</td>
<td>USNO finals2000A</td>
<td>GMF</td>
<td>No</td>
</tr>
<tr>
<td>S-2</td>
<td>USNO finals2000A</td>
<td>VM1</td>
<td>Yes</td>
</tr>
<tr>
<td>S-3</td>
<td>JERS C04 08</td>
<td>VM1</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 1 Modelling options varying with strategy used with IVS-INT2/3 sessions in automated VieVS analysis.

1 ftp://gemini.gsfc.nasa.gov/pub/misc/dsm/tsukuba/TSUKUB32_XYZ
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To study the effect of new a priori coordinates of TSUKUB32 to the dUT1 estimate a total of 243 IVS-INT2 and 80 IVS-INT3 sessions from January 1st 2010 to February 25th 2013 were reprocessed. All modelling options and parameters used in the analysis were kept identical except for a priori TSUKUB32 position.

Two different methods were used to provide new a priori coordinates for TSUKUB32. First, by analyzing IVS-R1 sessions covering the reprocessing period. Second, by using the postseismic correction data derived from JPL GPS series.

For the first approach a total of 95 24-hour IVS-R1 sessions were analyzed with VieVS. The modelling options and estimated parameters are listed in Tables 2 and 3. In general the analysis was carried out with loose constraints. The position of TSUKUB32 was excluded from the VTRF2008 and the position was estimated w.r.t. to the a priori value in the NGS cards.

Since IVS-R1 sessions are carried out on Mondays with an interval of one week the a priori TSUKUB32 coordinates for IVS-INT2 and IVS-INT3 have to be estimated for epochs between IVS-R1 sessions. The correspondin a priori value for an intensive session is linearly interpolated from the R1 results in the VTRF-generating script. With a priori values from the GPS data no interpolation is needed since coordinate values are provided daily and can be assigned to corresponding intensive session epochs.

### 3 Results

The effect of corrected a priori TSUKUB32 coordinates to the dUT1 estimate is presented in Tables 4 and 5 for both the R1 and GPS approaches, respectively. The results are divided by analysis strategy (S-1, S-2, S-3) and session type (IVS-INT2, IVS-INT3). Included in the tables are WRMS values and mean formal errors for dUT1 w.r.t. to the a priori value. Mean bias is removed prior to WRMS computation. Also included is the number of accepted sessions and the ratio of accepted sessions to the total number of sessions. The outlier limits for the dUT1 estimate and formal error were 200 \( \mu s \) and 100 \( \mu s \), respectively. Each session with estimates below these threshold values were included in the computation and counted as an accepted session.

When compared to the results without the corrected a priori TSUKUB32 coordinates the number of accepted sessions increased considerably for both approaches. With a priori coordinates derived from IVS-R1 sessions the accepted IVS-INT2 sessions for the strategies S-1, S-2, and S-3 increased 41, 25, and 20 percentage units, respectively. Similarly for the IVS-INT3 sessions the increase in accepted sessions was 18, 10, and 20 percentage units, respectively. With the GPS a priori coordinates the number of accepted sessions for S-1, S-2, and S-3 increased by 43, 27, and 20 percentage units, respectively. The results are divided by analysis strategy (S-1, S-2, S-3) and session type (IVS-INT2, IVS-INT3).

### Table 2 Modelling options used with 24-hour IVS-R1 sessions in VieVS analysis.

<table>
<thead>
<tr>
<th>Model</th>
<th>VieVS modelling option</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRF</td>
<td>VTRF2008</td>
</tr>
<tr>
<td>CRF</td>
<td>ICRF2</td>
</tr>
<tr>
<td>Ephemerides</td>
<td>JPL421</td>
</tr>
<tr>
<td>A priori EOP</td>
<td>IERS C04 08</td>
</tr>
<tr>
<td>Precession/Nutation</td>
<td>IAU 2006/2000</td>
</tr>
<tr>
<td>Tidal ocean loading</td>
<td>FES2004</td>
</tr>
<tr>
<td>Pole tide</td>
<td>Cubic (IERS2010)</td>
</tr>
<tr>
<td>Tropospheric mapping function</td>
<td>VI1</td>
</tr>
<tr>
<td>Interpolation method</td>
<td>Lagrange</td>
</tr>
</tbody>
</table>

### Table 3 Estimated parameters and constraints used with 24-hour IVS-R1 sessions in VieVS analysis.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Interval</th>
<th>VieVS modelling option</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clock parameters</td>
<td></td>
<td>Relative 0.5 ps/s</td>
</tr>
<tr>
<td>ZWD</td>
<td>60 min</td>
<td>Relative 0.7 ps/s</td>
</tr>
<tr>
<td>NGR/EGR</td>
<td>360 min</td>
<td>Relative 2 mm/day</td>
</tr>
<tr>
<td>TRF coordinates</td>
<td>One offset/session</td>
<td>NNT/NNR</td>
</tr>
<tr>
<td>EOPs</td>
<td>1440 min</td>
<td>Relative 10^{-4} mas/ms/day</td>
</tr>
</tbody>
</table>

To implement the new coordinates for TSUKUB32 in the automated analysis matlab scripts were written to generate mat-files with the estimated and GPS coordinates and corresponding MJD values as well as a script and to create a modified VTRF2008.mat file for VieVS. The shell script used in the original automated analysis (Uunila et al., 2012) was modified to call the VTRF-generating script to create a VTRF2008-file with an epoch corresponding with the date of the analysed IVS intensive session.
The dUT1 estimates and formal errors with R1 and GPS a priori values for each strategy are illustrated in Figures 1-2.

<table>
<thead>
<tr>
<th>Session/strategy</th>
<th>INT2/S-1</th>
<th>INT2/S-2</th>
<th>INT2/S-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias(dUT1 estimate ((\mu s)))</td>
<td>-6.43</td>
<td>-6.60</td>
<td>-3.63</td>
</tr>
<tr>
<td>WRMS(dUT1 estimate ((\mu s)))</td>
<td>80.69</td>
<td>80.43</td>
<td>24.62</td>
</tr>
<tr>
<td>Mean err. ((\mu s))</td>
<td>12.52</td>
<td>12.55</td>
<td>12.07</td>
</tr>
<tr>
<td>Nsessions/Acc.%</td>
<td>243/86</td>
<td>243/86</td>
<td>239/99</td>
</tr>
</tbody>
</table>

Table 4 WRMS, bias, and mean errors for dUT1 corrections, total number of sessions, and number of accepted sessions for three strategies (S-1, S-2, S-3) for IVS-INT2 and IVS-INT3 sessions with a priori TSUKUB32 position computed from IVS-R1 sessions.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias(dUT1 estimate ((\mu s)))</td>
<td>-5.54</td>
<td>-3.36</td>
<td>2.67</td>
</tr>
<tr>
<td>WRMS(dUT1 estimate ((\mu s)))</td>
<td>87.93</td>
<td>87.22</td>
<td>23.38</td>
</tr>
<tr>
<td>Mean err. ((\mu s))</td>
<td>17.80</td>
<td>17.22</td>
<td>16.69</td>
</tr>
<tr>
<td>Nsessions/Acc.%</td>
<td>77/78</td>
<td>77/77</td>
<td>72/97</td>
</tr>
</tbody>
</table>

Table 5 WRMS, bias, and mean errors for dUT1 corrections, total number of sessions, and number of accepted sessions for three strategies (S-1, S-2, S-3) for IVS-INT2 and IVS-INT3 sessions with a priori TSUKUB32 position computed from GPS data.

4 Conclusions

By using corrected a priori coordinates for TSUKUB32 we were able to increase the number of analyzed sessions significantly. The improvement was most notable in the single baseline IVS-INT2 sessions with a 30-50 percentage unit increase in the accepted sessions. This increase will improve the overall quality of the estimates. In terms of the WRMS the a priori values derived from IVS-R1 sessions produced slightly better results compared to the GPS. However, from the viewpoint of the VieVS automatization there are still challenges in implementing the R1 a priori coordinates to the analysis procedure. The analysis of 24-hour sessions usually requires the detection of clock breaks and the turnaround for IVS-R1 sessions dictates that the forward prediction necessary to provide a priori coordinates for the intensive sessions would be based on relatively sparse data set. The turnaround time is not so much of an issue with the S-3 strategy, since it is at the moment limited by the 30-day latency of the IERS C0408 data. For the S-1 and S-2 strategies the GPS based post-earthquake correction service offers a good source of a priori coordinates. The results of the automated analysis with a post-earthquake corrected a priori coordinates are updated to Metsähovi Radio Observatory web page ².
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² [http://www.metsahovi.fi/vlbi/viewsa/autom/]
Fig. 1 dUT1 adjustment from IVS-INT2 and IVS-INT3 for strategies S-1, S-2, and S-3 using a priori TSUKUB32 coordinates computed from R1 sessions.
Fig. 2 dUT1 adjustment from IVS-INT2 and IVS-INT3 for strategies S-1, S-2, and S-3 using a priori TSUKUB32 coordinates computed from GPS data.
VLBI satellite tracking for precise coordinate determination - a simulation study

L. Plank, J. Böhm, H. Krásná, H. Schuh

Abstract VLBI observations to satellites offer interesting new applications. The use of existing satellites like those from Global Navigation Satellite Systems (GNSS) or a dedicated new mission like the proposed Geodetic Reference Antenna in Space (GRASP) mission for co-location in space are possible concepts. In this contribution, key parameters of such observations are investigated, as for example the station network, the observation interval, or the accuracy of derived coordinates, as determined in a global solution for one week of observations. We use simulated VLBI observations which account for noise, clock errors, and tropospheric disturbances and focus on the position errors in the estimated station coordinates. Both regional and global networks are investigated, considering the potential height of the observed satellite and the attendant restrictions on common visibility. Facing the troposphere as the main error source, changing the observation interval and the possibility of additional observations to quasars in order to increase the sky coverage for each station are found to be proper means to reach the expected accuracies of a few millimeters 3D station root mean square (rms).

Keywords VLBI satellite tracking, co-location in space, GRASP

1 Introduction

Soon after the first VLBI experiments, the potential of this technique for satellite tracking and orbit determination was recognized (e.g. Preston et al., 1972; Rosenbaum, 1972; Counselman and Gourevitch, 1981). While the advance of alternative tracking methods dominated developments in the past, recently the option of VLBI observing satellites came back into the geodesists’ focus (e.g. Dickey, 2010). Whether it is an experiment on observations to GNSS satellites (e.g. Tornatore et al., 2011) or the proposal of a particular satellite mission like GRASP (Geodetic Reference Antenna in Space; Nerem and Draper, 2011), several scenarios are investigated at the moment. The driving force behind these activities is an aspired improvement of inter-technique frame ties, the backbone of the International Terrestrial Reference Frame (ITRF) as a combined product of four techniques, namely VLBI, GNSS, SLR and DORIS. At co-location sites, the antenna positions of different geodetic techniques are usually tied together by local measurements. However, the measured local tie vectors often do not fit the ones derived from the TRF solution at the expected accuracies and future ITRF improvement resides in improving the consistency between them (Altamimi et al., 2011). The idea followed in this contribution is illustrated in Fig. 1. A satellite which can be tracked by several space geodetic techniques (e.g. VLBI, GNSS, SLR) shall serve as a space-tie, directly connecting the frames determined by the different techniques.

2 Procedure

Goal of this simulation study is to investigate expected accuracies of derived antenna positions in dependence of different observing strategies. Therefore we use simulated observations that are based on the common stochastic error sources of geodesic VLBI today. The actual technical realization of VLBI observations to satellites with sufficient precision is disregarded in our study. The simulations were done using the Vienna
Fig. 1 Concept of co-location in space. A satellite that can be tracked by several space geodetic techniques (e.g. VLBI, SLR, GNSS) realizes a space-tie, directly connecting the frames determined by the different techniques.

Table 1 Orbital elements of the simulated satellites.

<table>
<thead>
<tr>
<th></th>
<th>height $h$</th>
<th>inclination $i$</th>
<th>eccentricity $e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRASP</td>
<td>2000 km</td>
<td>104.89°</td>
<td>0.0001</td>
</tr>
<tr>
<td>GPS</td>
<td>20200 km</td>
<td>~55°</td>
<td>nearly circular</td>
</tr>
</tbody>
</table>

VLBI Software VieVS (Böhm et al., 2012), including a number of adaptations for this special processing. Main steps of the processing are the scheduling of observations, the simulation of them and the estimation of station coordinates with a corresponding statistical interpretation.

2.1 Scheduling

The scheduling is simply based on common visibility between two antennas. With a given satellite orbit, a selected antenna network and a fixed observation interval, observations were scheduled for seven consecutive days, split into 24 hour sessions. The cutoff elevation angle was set to 5°. For our investigations we selected (a) one of the initially proposed orbits for the GRASP satellite mission idea (Nerem and Draper, 2011) and (b) a GPS satellite. The corresponding orbital parameters are given in Table 1.

VLBI satellite observations were simulated for a dense, regional network consisting of seven existing European stations (Fig. 2) and for a global artificial VLBI2010 network with 32 stations (Fig. 3).

2.2 Simulation

For the simulations, the VieVS simulator was used, following the procedure described by Pany et al. (2010). Based on Monte-Carlo simulations, the observed minus computed values are set up as the sum of the stochastic error sources due to the wet troposphere, the clock and the delay precision. We assume a turbulent troposphere with the characteristic structure constant $C_n = 2.5 \cdot 10^{-7} \text{m}^{-1/3}$ and the effective height of the wet troposphere $H = 2 \text{ km}$. For the clocks, an Allan standard deviation of $1 \cdot 10^{-14}$ @ 50 minutes is chosen and the delay precision is simulated as white noise of 30 picoseconds. The simulations are repeated 30 times.

2.3 Station position estimation

The simulated 24-h sessions are first processed separately with the analysis settings according to Table 2.

In a subsequent global solution, seven consecutive days are combined and one set of antenna coordinates is estimated for each station, 30 times. The rms of these estimates gives a measure of the expected accuracy in a weekly solution. This is expressed either in repeatability, respectively rms for the north-, east-, and up-components, or in terms of a 3D station rms.
In Fig. 4 the results are shown if the GRASP satellite was observed every 5 minutes. According to our simulations, the station positions can be determined in the satellite system with an accuracy of a few mm, with the height component being significantly worse than the horizontal position. This is not true for the stations Ny Ålesund (Nya), Zelenchukskaya (Zel) and Yeles (Yeb), which are located at the edges of the network. They only form baselines with the other stations more or less in one direction, causing their east- and north-components being not as well determined as for the other stations in the center of the network.

Improvement of the results is found when the observation interval is shortened from 5 to 1 min (Fig. 5). However, this improvement is not as big as probably expected and a further reduction of the interval gives no additional impact. Since the spatial and temporal correlation is included in the model applied in the simulator, additional observations into similar directions and at approximately the same time do not provide new information about the tropospheric conditions.

When going from a regional network to a global one, the results are slightly worse. In Fig. 6 the expected station position repeatabilities for the global 32-station network observing GRASP in 30 sec intervals is shown. A major reason for the worsening is the small number of possible observations, as indicated by the red line in the figure. This is a result of the longer baselines and the low satellite height reducing common visibility.

### 4 GPS observations

Next, we investigate VLBI observations to a single GPS satellite. Using the same approach as for GRASP in the previous section, station position repeatabilities of several cm are achieved. The reason for this is the poor sky coverage over each station, what results in an insufficient modeling of the troposphere. In Fig. 7 the sky coverage for station Wettzell is shown for one day observing the GRASP satellite in 1-min intervals (left plot) and 5-min intervals (right plot). With its low height GRASP passes the station several times per day resulting in observations well distributed on the sky. Unlike GRASP, the GPS satellite flies much higher and passes the station only twice per day, as can be seen in Fig. 8, left plot.

As a consequence, we propose to include VLBI observations to a single GPS satellite in a conventional geodetic VLBI session. As illustrated in Fig. 9, in a first step the troposphere then can be estimated using all observations and subsequently the antenna positions are determined using the GPS observations only. With this 2-step procedure the stations are determined in the satellite system, which further on can be directly compared to the station positions determined from VLBI observations to radio sources. Deviations between both determined station positions represent the difference between the satellite and the VLBI system and can help
Fig. 6 Expected accuracies of station position repeatabilities if the GRASP satellite was observed in an artificial 32-station global network in 30 sec intervals. The red line indicates the mean number of observations per day.

Fig. 7 1-day skyplot for station Wettzell observing GRASP in 1 min intervals (left) and 5 min intervals (right).

Fig. 8 1-day skyplot for station Wettzell observing one GPS satellite in 5 min intervals (left). On the right the corresponding skyplot is shown for the combined approach, including observations to radio sources.

to identify and remove possible inadequacies of the two frames.

Applying this combined approach (with the corresponding sky plot shown in Fig. 8, right plot), station rms of a few mm are achieved, as shown in Fig. 10. This is an improvement by a factor of 10 compared to the GPS-only solution. With a good estimation of the troposphere, the determined station errors are dominated by the geometrical conditions due to the stations’ positions in the network and the satellite orbit, resulting in a significantly better determined height component than the horizontal components.

Fig. 9 Concept of combined GPS and radio source (RS) observations.

Fig. 10 Station position repeatabilities using the GPS combined approach. The results shown are from a weekly global solution where a GPS satellite was observed in 5 min intervals, flanked by VLBI observations to radio sources.

5 Conclusions

With the goal to improve inter-technique ties, we investigate VLBI observations to satellites. Based on simulated observations, strategies are found to precisely determine antenna positions on ground in the satellite
system with accuracies of 5 – 10 mm 3D rms. This is possible for either very low \( (h = 2000 \text{ km}) \) or GPS satellites, in a dense, regional antenna network. For a global network the results are worse by a factor of about 2 due to the longer baselines and limited common visibility. The optimal observation interval varies for satellites at different heights as no additional information is gained through consecutive observations in similar directions. For higher satellites like those from the GPS we propose to include the observations into standard geodetic VLBI sessions in order to successfully resolve the troposphere.
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Influence of source distribution on UT1 derived from IVS INT1 sessions

M. Uunila, A. Nothnagel, J. Leek, N. Kareinen

Abstract The influence of the spatial distribution of the observations on the quality of UT1 results derived from IVS Schlüter and Behrend (2007) INT1 sessions is explored. The Kokee - Wettzell baseline midpoint was chosen as a reference point for the analysis. The results of the research will be compared to those of the GSFC group’s results Baver et al. (2012), Gipson et al. (2011) and Baver and Gipson (2010). In their research, the reference point was Kokee Park North direction, and not the midpoint of the baseline, which makes this investigation, and its results novel.

Keywords UT1, intensive sessions, INT1

1 Introduction

The effect of the source constellations on the quality of the dUT1 results is examined. IVS intensive sessions INT1 with the baseline Kokee - Wettzell were chosen for the analysis because these sessions are measured five times per week, and therefore there are enough data to obtain reasonable results.

A fictitious baseline reference point is defined as the projection of the baseline midpoint onto the ellipsoid and serves as the origin of a topocentric system with the tangential plane being the equatorial plane of this system.

The baseline system can be interpreted as a hemisphere put on top of the ellipsoid at the baseline reference point (Figure 1).

There are various reasons to include low elevation sources in the schedules of the intensive sessions. For example, it is necessary to include observations with different elevation angles, to distinguish between the elevation dependent tropospheric delay and the clock parameters, which are independent of elevation. Observations with low elevation angles are essential for the estimation of the tropospheric path delay.

Several tests with intensive session observing schedules showed that the inclusion of 20 to 30% low elevation sources (≤ 25 degrees) is associated with an improvement of the theoretical UT1 sigmas of about 45% in average Schnell (2006).

The precision of the ZWD estimates for characteristic times of order 20 minutes improves as data are included from lower elevation angles. However, systematic errors on the timescale of a day, due to errors in the mapping functions, for example, will increase significantly when observations at elevation angles below 10
degrees are added to the solutions MacMillan and Ma (1994) Niell et al. (2001).

2 Analysis strategy

Both the horizon limits of the two stations and the observations are best displayed in a stereographic projection, which is created with the SkyPlot program Uunila et al. (2012).

The stereographic projection from the SkyPlot program was divided into six sections as shown in Figure 2. Quality codes AA-D are assigned when 1 or more sources in two sections on opposite parts of the sky are seen from the midpoint of the baseline.

The azimuth and elevation limits are calculated based on the azimuth - elevation files from the SkyPlot. Due to plotting reasons, the files have the values in the format of:

- azimuth = -azimuth + π/2
- elevation = π/2 - elevation,

The azimuth limits for sections 1, 3 and 5 are: π/2 > azimuth ≥ −π/2 and for sections 2, 4 and 6, −π/2 > azimuth ≥ −3π/2.

The elevation limits are in sections 1 and 2, π/2 > elevation ≥ π/3, in sections 3 and 4, π/3 > elevation ≥ π/6 and in sections 5 and 6, π/6 > elevation ≥ 0.

Fig. 2 Stereographical projection with the division to different sky sections. Division to sections 1-6 was done with azimuth and elevation values obtained from the SkyPlot program.

- AA is assigned if there are two sources in one of the sections 1 and 2, and two or more sources in the other. Quality code A is assigned, if there is one source in one of the two sections, and one or more in the other.
- BBB is assigned if there are three or more sources either in sections 1 and 4, or 2 and 3. BB is assigned if there are two sources in one of the sections (1 and 4, or 2 and 3), and two or more in the other.
- Quality code C is assigned, if there are three or more sources in sections 3 and 4.
- If any of the quality codes from AA to C cannot be assigned (if there are not enough sources in any of the section pairs to enable the session to get a code AA-C), quality code D is assigned.

3 Results

Standard VLBI data analysis was performed following the IERS Conventions 2010 Petit and Luzum (2010) with the Vienna VLBI Software (VieVS Böhm et al. (2012)).

A Matlab program was written to divide the data into different sections, to assign quality codes and to calculate session counts and mean scan counts for each quality code. All INT1 sessions from January, 2010 to October, 2011 were analyzed.

It is striking that categories AA-BB have no outliers (3 σ was used for outlier elimination).

The RMS difference for dUT1 from the intensive analysis with respect to the combined solution from IVS EOP-S are listed in the fourth column of Table 1. The category AA gives the best result. Also listed are the mean differences between EOP-S. When the outliers are removed, categories AA and BBB still give the best results. Codes C and D have the largest mean values of formal errors of the dUT1 estimates with respect to a priori IVS EOP-S. The mean values of formal errors are the smallest with quality codes AA and BBB.

When the outlier limit was set to 3 σ for both dUT1 difference with respect to a priori, and its formal error, all categories except AA-BB had outliers. For the only one session with quality code AA, the dUT1 estimate with the respect to EOP-S is 34.5 μs and has a formal error is 10.4 μs, (Table 1). After the outlier elimination the RMS values of the dUT1 with respect to EOP-S, for example with category D, decreased from 51.7 μs to 34.0 μs, after the elimination of the outliers. Figure 10 shows the formal errors and dUT1 estimates with the respect to the IVS EOP-S. The values for categories AA and BBB are remarkably low.

When the six sessions in category A with formal errors larger than 30 μs were investigated, it was noticed that three of the sessions had 2-4 bad scans, two sessions had high atmospheric adjustments and one had a poorer sky coverage.
Table 1  Mean formal error of the dUT1 difference, RMS difference to IVS EOP-S, mean difference to EOP-S, all results with the values before outlier elimination in parentheses for each code, AA-D in μs.

<table>
<thead>
<tr>
<th>Code</th>
<th>Mean FE</th>
<th>RMS EOP-S</th>
<th>Mean EOP-S</th>
</tr>
</thead>
<tbody>
<tr>
<td>AA</td>
<td>10.4</td>
<td>-</td>
<td>34.5</td>
</tr>
<tr>
<td>A</td>
<td>19.7</td>
<td>32.3</td>
<td>-9.2</td>
</tr>
<tr>
<td>BBB</td>
<td>17.8</td>
<td>32.4</td>
<td>-9.6</td>
</tr>
<tr>
<td>BB</td>
<td>19.3</td>
<td>34.6</td>
<td>-4.6</td>
</tr>
<tr>
<td>B</td>
<td>20.8 (24.6)</td>
<td>30.6 (41.5)</td>
<td>-3.1 (-5.5)</td>
</tr>
<tr>
<td>C</td>
<td>21.0 (23.0)</td>
<td>28.9 (34.8)</td>
<td>-0.5 (-2.9)</td>
</tr>
<tr>
<td>D</td>
<td>25.4 (25.7)</td>
<td>34.0 (51.7)</td>
<td>-7.7 (-3.2)</td>
</tr>
</tbody>
</table>

4 SkyPlots

Figures 3-9 show the sky plots generated with the SkyPlot program for the categories AA-D. The sky plots for the sessions producing the smallest (in the left) and largest (in the right) formal errors in all categories are displayed in the figures. The sessions with the largest formal errors appear to produce sky plots with the sources clustered in sub-groups.

Fig. 3  Sky plot for AA. Formal error is 10.4 μs and scan count is 18.

Fig. 4  Sky plots for A: sessions resulting in the smallest (8.9 μs) and largest (55.5 μs) formal errors. Scan counts are 17 and 19.

Fig. 5  Sky plots for BBB: sessions resulting in the smallest (8.4 μs) and largest (28.6 μs) formal errors. Scan counts are 21 and 29.

Fig. 6  Sky plots for BB: sessions resulting in the smallest (7.3 μs) and largest (40.7 μs) formal errors. Scan counts are 21 and 19.

Fig. 7  Sky plots for B: sessions resulting in the smallest (7.7 μs) and largest (53.2 μs) formal errors. Scan counts is 19 for both sessions.

Fig. 8  Sky plots for C: sessions resulting in the smallest (7.2 μs) and largest (53.1 μs) formal errors. Scan counts are 21 and 17.

Fig. 9  Sky plots for D: sessions resulting in the smallest (6.8 μs) and largest (61.7 μs) formal errors. Scan counts are 22 and 30.

5 Conclusions

According to the Skyplots, it is evident that the sessions with a uniform source distribution produce the smallest formal errors in all categories. In this aspect the results are in good agreement with those of the GSFC group’s results Baver et al. (2012), Gipson et al. (2011) and Baver and Gipson (2010).

All INT1 observing sessions from January, 2010 - October, 2011 were categorized with respect to their geo-
metric distribution of observations in a baseline-fixed reference system. Categories AA and BBB with observations far down in the baseline sky plot cusps appeared to be the best categories, but there was only one session in AA category. While categories from B to D with hardly any observations in the cusps, or almost all observations close to the zenith of the baseline, are the worst. The formal errors appeared to be convincingly low in categories AA and BBB with no values larger than 30 µs. This could be expected because of the good geometry of the sessions. The categories AA-BB have no outliers. The six sessions which had formal errors larger than 30 µs in A category were investigated individually. Three of the sessions had 2-4 bad scans, two sessions had high atmospheric adjustments and one had a poorer sky coverage.

Better sky coverage is known to be linked with improved accuracy of the UT1 estimates Baver and Gipson (2010). From the sky plots it is evident that the more uniform the source distribution is, the smaller the formal errors are. On the basis of the sky plots and number of scans per session, it is concluded that a uniform source distribution with sources in the far down cusps improves the accuracy of the dUT1 more than a large number of scans.

Our research strongly implies that scheduling sources to the far down cusps is essential in improving the accuracy of dUT1.
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Fig. 10 Formal errors and dUT1 estimates compared to IVS EOP-S a priori and quality code counts for categories AA, A, BBB, BB, B, C, and D, in that order. On X-axis is the session count, and on the Y-axis the formal errors and dUT1 difference to EOP-S in $\mu$s. Category AA has only one session. AA and BBB appear to be the best categories with no formal error values larger than 30 $\mu$s and the smallest scatter of dUT1 estimates.
A Kalman filter for combining high frequency Earth rotation parameters from VLBI and GNSS

T. Nilsson, M. Karbon, H. Schuh

Abstract We present a Kalman filter for combination of sub-diurnal Earth Rotation Parameters (ERP) estimated from different techniques. We test this filter by combining ERP estimated from VLBI and GPS for the CONT08 campaign. We find that the Kalman filter works and give reasonable results. The combined solution is dominated by the GPS data since the ERP from this technique have much lower formal errors. However VLBI is important for providing the absolute value of dUT1 since GPS is only sensitive to the time derivative of dUT1, i.e. the length of day.
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1 Introduction

The rotation of the Earth varies on a multitude of time scales, from decades and longer down to sub-diurnal frequencies. For all types of precise navigation on the Earth and in space, accurate knowledge about these variations is essential. Commonly the Earth Rotation Parameters (ERP, i.e. polar motion and UT1) are measured by space geodetic techniques such as Very Long Baseline Interferometry (VLBI) and Global Navigation Satellite Systems (GNSS). Each technique has its own advantages and weaknesses. For example, with GNSS, e.g. the Global Positioning System (GPS), you can easily have many observations from global ground networks consisting of several hundred stations, hence the formal errors of the estimated ERP will be small. However, GNSS are not able to estimate long-term variations in UT1 nor precession/nutation. VLBI, on the other hand, can estimate the full set of Earth orientation parameters (polar motion, UT1, and precession/nutation). However, the network of a typical VLBI session is relatively small (< 10 stations), which limits the precision. Furthermore, due to operational reasons and budget constraints, the networks of the various VLBI sessions contain different stations what degrades the accuracy of the ERP time series obtained within the IVS (International VLBI Service for Geodesy and Astrometry).

Hence, in order to obtain the highest accuracy the results from different techniques should be combined. This is done on a regular basis, e.g. by constructing the IERS 08 C04 series (Bizouard and Gambis, 2009). Kalman filtering has turned out to be a good procedure for combining ERP from different techniques (Morabitó et al, 1988). This method is for example used in the ERP combination run by JPL (Gross et al, 1998).

In the above mentioned combinations the ERP are provided with daily resolution. It is however of interest to obtain ERP series with higher temporal resolution. In this work we present a Kalman filter able to combine high frequency ERP (e.g. hourly) from different techniques. This Kalman filter is presented in Section 2. In Section 3 we test the filter by combining ERP estimated from GPS and VLBI for the CONT08 period. The conclusions are presented in Section 4.

2 Theory

A Kalman filter is a recursive filter which makes the estimation epoch by epoch (Brown and Hwang, 1997). At each epoch the predictions from the previous epoch are combined with the observations in an optimum way. The prediction of the unknown variables $\mathbf{x}_k$ at epoch $t_k$, $\mathbf{x}_k^\prec$, is given by:

$$\mathbf{x}_k^\prec = F_k \mathbf{x}_{k-1}$$

(1)
where $x_{k-1}$ are the estimates at epoch $t_{k-1}$ and $F_k$ the state transition matrix. The variance-covariance matrix of $P_k$ will then be:

$$P_k = F_k P_{k-1} F_k^T + Q_k$$  \hspace{1cm} (2)$$

where $P_{k-1}$ and $Q_k$ are the variance-covariance matrices of $x_{k-1}$ and the prediction error, respectively.

At epoch $t_k$ we have the observations $z_k$. These are related to $x_k$ by:

$$z_k = H_k x_k$$  \hspace{1cm} (3)$$

We can combine $z_k$ and $x_k^-$ to obtain the optimum estimates of $x_k$ and it variance-covariance matrix $P_k$:

$$x_k = x_k^- + K_k \left( z_k - H_k x_k^- \right)$$  \hspace{1cm} (4)$$

$$P_k = (I - K_k H_k) P_k^-$$  \hspace{1cm} (5)$$

The Kalman filter gain $K_k$ is given by:

$$K_k = P_k^- H_k^T \left( H_k P_k^- H_k^T + R_k \right)^{-1}$$  \hspace{1cm} (6)$$

For the Kalman filter implementation we need a model for making the predictions of the ERP forward in time. In this work we model the polar motion, $p = x_{pole} - i y_{pole}$, and $\delta$UT1, $U$, by the following equations:

$$p = \tilde{p} + \sum_{k=1}^{n} \left[ A_k e^{i \Omega t} + B_k e^{-i \Omega t} \right]$$  \hspace{1cm} (7)$$

$$U = \tilde{U} + \sum_{k=1}^{n} \left[ C_k \cos k \Omega t + D_k \sin k \Omega t \right]$$  \hspace{1cm} (8)$$

$A_k, B_k, C_k$, and $D_k$ are amplitudes of the (sub-)diurnal variations, and $\Omega$ is the rotation frequency of the Earth. In this work $n = 2$, i.e. only diurnal and semi-diurnal variations are considered. The low frequency ERP variations (periods $> 1$ day) are described by the terms $\tilde{p}$ and $\tilde{U}$. Their temporal variations can be expressed by the Euler-Liouville equations (Morabito et al, 1988):

$$\frac{\partial \tilde{p}}{\partial t} = i \sigma_{ch} (\tilde{p} - \tilde{\chi})$$  \hspace{1cm} (9)$$

$$\frac{\partial \tilde{U}}{\partial t} = \frac{\partial \tilde{L}}{\partial L_0}$$  \hspace{1cm} (10)$$

where $\tilde{\chi} = \tilde{x} + i \tilde{y}$ is the polar motion excitation function, $\sigma_{ch}$ is the frequency of the Chandler wobble ($0.0145$ rad/day), $\partial \tilde{L}$ describes the low frequency length of day variations, and $L_0$ is the nominal length of day ($86400$ s).

In our Kalman filter implementation the unknown quantities are $\tilde{p}, \tilde{U}, \tilde{\chi}, \tilde{L}, A_k, B_k, C_k$, and $D_k$. Furthermore, in this work a constant polar motion offset between the polar motion estimates from GPS and VLBI are estimated in order to account for a possible misalignment of the GPS and VLBI terrestrial reference frames. The temporal evolution of $\tilde{p}$ and $\tilde{U}$ are described by equations (9) and (10), respectively, while the other parameters are described as random walk processes. For example, the temporal variation of $A_k$ is:

$$\frac{\partial A_k}{\partial t} = w_{A_k}$$  \hspace{1cm} (11)$$

where $w_{A_k}$ is a white noise process with power spectral density $q_{A_k}$. The values of the power spectral densities related to the different random walk processes are given in Table 1.

In addition to the normal forward Kalman filter loop (Eq. (4)), we also run a backward smoothing loop (Rauch-Tung-Striebel smoothing, Brown and Hwang (1997)) in order to improve the earlier estimates using the later estimates.

### Table 1 Power spectral densities of the different parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_{A_1}, q_{B_1}$</td>
<td>900</td>
<td>$\mu$as$^2$/day</td>
</tr>
<tr>
<td>$q_{A_2}, q_{B_2}$</td>
<td>900</td>
<td>$\mu$as$^2$/day</td>
</tr>
<tr>
<td>$q_{C_1}, q_{D_1}$</td>
<td>9</td>
<td>$\mu$as$^2$/day</td>
</tr>
<tr>
<td>$q_{C_2}, q_{D_2}$</td>
<td>9</td>
<td>$\mu$as$^2$/day</td>
</tr>
<tr>
<td>$q_{\chi}$</td>
<td>246.6</td>
<td>mas$^2$/day</td>
</tr>
<tr>
<td>$q_{\sigma}$</td>
<td>0.0036</td>
<td>ms$^2$/day</td>
</tr>
</tbody>
</table>

### 3 Results

The Kalman filter was tested by combining ERP from VLBI and GPS for the CONT08 campaign (12-16 August, 2008). The VLBI ERP were obtained from a VLBI solution made with the Vienna VLBI Software (VieVS, Böhm et al (2012)), providing polar motion and UT1 with 1 hour resolution. The GPS ERP were obtained from a global GPS solution providing polar motion and length of day with hourly resolution (Steigenberger et al, 2006).

Figure 1 shows the ERP determined by the Kalman filter combination. We can note that the combined series are smoother than the original time series. Overall, GPS has the strongest impact on the combined series, which is not surprising given that the formal errors of the GPS solution are much smaller than those of the VLBI solution (mean polar motion formal error is 20 $\mu$as for GPS, compared to 100 $\mu$as for VLBI). However, VLBI is important for the long period $\delta$UT1 variations since GPS is not sensitive to $\delta$UT1 (only to its time derivative, i.e. length of day).
Fig. 1 Polar motion and dUT1 estimated for the CONTO8 period from the Kalman filter and from the original VLBI and GPS time series. From all time series the IERS 08 C04 values and the IERS high frequency ERP model (Petit and Luzum, 2010) have been subtracted.

Fig. 2 Polar motion and dUT1 estimated for the CONTO8 period when combining daily VLBI estimates with hourly GPS estimates, compared to the estimates obtained when using hourly data from both techniques.

One advantage of our Kalman filter implementation is that it allows for combination of daily ERP estimated with one technique with hourly ERP from another technique. This is accomplished by assuming that the daily ERP are observation only of the low frequency polar motion and dUT1, $\bar{p}$ and $\bar{U}$. We tested this by combining ERP estimated with daily resolution from VLBI with the hourly GPS results. The results can be seen in Fig. 2. There are no significant differences to the case when combining hourly ERP from both techniques, further showing that the VLBI is mainly important for the low frequency ERP variations.

We also investigated the possibility to combine UT1 estimated from the VLBI 1-hour Intensives with GPS data. In total 14 Intensive sessions were successfully observed during CONTO8. The dUT1 time series obtained when combing the results from these with the hourly GPS data can be seen in Fig. 3. For comparison, the dUT1 estimated from the GPS only (initialised by VLBI data at the first epoch) and the full GPS + VLBI combination are shown. We can see that the dUT1 estimated from GPS only drifts away from the GPS + VLBI solution after about a week, which is expected since GPS does not provide any absolute information about UT1. The GPS + Intensives combination, however, remain close to the GPS + VLBI solution.

4 Conclusions

The Kalman filter presented in this work has been successfully applied for combining high frequency ERP estimated from VLBI and GPS. The Kalman filter is flexible in that it offers the possibility to combine ERP time series with different temporal resolution, e.g. daily and hourly. The results from the combination are dominated by the original GPS time series due to their significantly lower formal errors. However the formal errors may not completely represent the actual accuracy of the ERP estimated from the respective techniques. In the future we will investigate applying technique specific weights in the filter, i.e.
down-weighting techniques with too optimistic formal errors. Furthermore, we will consider modelling of possible technique-specific systematic errors, like GPS length of day biases (Senior et al, 2010).

The filter can easily be extended to include data from other sensors. It is straightforward to include ERP estimated from other space geodetic techniques, such as satellite laser ranging. It is also possible to include measurements from ring laser gyroscopes. A combination of ring laser and VLBI data has been successfully performed at the normal equation level (Nilsson et al, 2012), thus it should also be possible to do such a combination with a Kalman filter. However, the findings of Nilsson et al (2012) show that the ring laser data will mostly contribute to the very high frequency ERP variations, e.g. over one hour. Thus, presently it probably only makes sense to include ring laser data in the filter when considering higher frequencies in Eqs. (7) and (8), not only diurnal and semi-diurnal variations as was done in this work.
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Zonal Love and Shida numbers estimated by VLBI

H. Krásná, J. Böhm, R. Haas, H. Schuh

Abstract The deformation of the anelastic Earth as a response to external forces from the Moon and Sun is characterized with proportionality parameters, the so-called Love and Shida numbers. The increasing precision and quality of the VLBI (Very Long Baseline Interferometry) measurements allow determining those parameters. In particular, the long history of the VLBI data enables the estimation of Love and Shida numbers at the low frequencies with the longest period of a tidal wave at 18.6 years. In this study we analyze 27 years of VLBI measurements (1984.0 - 2011.0) following the recent IERS Conventions 2010. In several global solutions, we estimate the complex Love and Shida numbers of the solid Earth tides for the main long-period tidal waves. Furthermore, we determine the Love and Shida numbers of the rotational deformation due to polar motion, the so-called pole tide.

Keywords Love and Shida numbers, solid Earth tides, pole tide

1 Introduction

Deformation of the Earth due to solid Earth tides is caused by tidal forces arising from the gravitation attraction of celestial bodies surrounding the Earth. The displacement of the Earth is proportional to the tidal potential by factors which reflect the amount by which the surface of the Earth responds to the tidal forces. The proportionality numbers which link the tidal potential to the surface displacement are so-called Love ($h$) and Shida ($l$) numbers. For a basic Earth model where the Earth is considered to be spherical, non-rotating, elastic and isotropic the Love and Shida numbers are dependent on the degree $n$ of the tidal potential $V^t_n$. The displacement vector $\Delta d^t$ induced by the tidal potential in the local coordinate system (radial ($\hat{r}$), east($\hat{e}$), north ($\hat{n}$)) is then written as:

\[ \Delta d^t = \frac{1}{g} \sum_{n=2}^{\infty} h_n \cdot V^t_n \hat{r} + \frac{1}{g \cos \Phi} \sum_{n=2}^{\infty} l_n \cdot \frac{\partial V^t_n}{\partial \Lambda} \hat{e} + \frac{1}{g} \sum_{n=2}^{\infty} l_n \cdot \frac{\partial V^t_n}{\partial \Phi} \hat{n}, \]

where $\Phi$ and $\Lambda$ are geocentric coordinates of the station and $g$ is gravitational acceleration. The recent theory of solid Earth tidal displacements is based upon the model of Wahr (1981) who considered the effects of rotation and ellipticity of the Earth. The deformation of the Earth’s surface caused by lunisolar tides is based on the sum of the tidal potential with spherical harmonic degrees $n$ and orders $m$, where the effective values of Love and Shida numbers additionally depend on the frequency of the tidal wave. In the long-period band the frequency dependence is mainly due to mantle anelasticity. The anelasticity model adopted in Petit and Luzum (2010) is the one from Widmer et al. (1991). The variation of the Love and Shida number across the zonal tidal band ($h_{20}$ and $l_{20}$) is described by equations (2) and (3) (formula (7.4) in Petit and Luzum (2010)). Love and Shida numbers from these equations are also tabulated in the IERS Conventions 2010 and we used them as a priori values for their estimation in...
the global adjustment.

\[
h_{20} = 0.5998 - 9.96 \times 10^{-4} \cdot X, \quad (2)
\]

\[
l_{20} = 0.0831 - 3.01 \times 10^{-4} \cdot X, \quad (3)
\]

where

\[
X = \left\{ \cot \frac{\alpha \pi}{2} \left[ 1 - \left( \frac{f_m}{f} \right)^n \right] + i \left( \frac{f_m}{f} \right)^n \right\}. \quad (4)
\]

\( f \) is the frequency of the zonal tidal constituent, \( f_m \) is a reference frequency equivalent to a period of 200 s, and the power law index \( \alpha = 15 \). To ensure 1 mm accuracy by the computed displacement of the crust five tidal waves have to be taken into account (Petit and Luzum, 2010). In addition for purpose of this work, the annual tidal wave \( S_a \) was added to this group. The tidal waves are described in Table 1. The frequency-dependent correction of the displacement caused by the long-period tides follows from Mathews et al. (1997, equation (2)):

\[
\delta d_f = \sqrt{\frac{5}{4\pi}} H_f \left\{ \left( \frac{3}{4} \sin^2 \varphi - \frac{1}{2} \right) (\delta h_f \cos \theta_f) \hat{r} + \frac{3}{2} \sin 2 \Phi (\delta l_f \cos \theta_f) \hat{n} \right\}. \quad (5)
\]

\( H_f \) is the amplitude of a tidal term of frequency \( f \) defined by the convention of Cartwright and Tayler (1971), \( \theta_f \) is the argument for the tidal constituent with the frequency \( f \), and \( \delta h_f \) and \( \delta l_f \) are the corrections to the Love and Shida numbers of degree two.

Similar to the deformation of the solid Earth due to the tidal potential, there is deformation of the crust \( \Delta d^C \) caused by variations in centrifugal potential \( V^C \). This change of centrifugal potential arises from variations in orientation of the rotation axis, i.e. from variations in the pole position. The direct response of the crust is called the pole tide and its maximum in radial direction can reach 25 mm, with a maximum horizontal displacement of about 7 mm (Petit and Luzum, 2010). The perturbation in the centrifugal potential caused by the changes in position of the rotation axis can be written as (Wahr, 1985; Petit and Luzum, 2010):

\[
V^C(\Theta, \Lambda) = -\frac{\Omega^2 r_0^2}{2} \sin 2\Theta (m_1 \cos \Lambda + m_2 \sin \Lambda). \quad (6)
\]

where \( r_0 \) is the geocentric distance to the station (6378000 m), \( \Theta \) and \( \Lambda \) geocentric co-latitude and longitude of the station. \( \Omega \) is the mean angular velocity of the Earth rotation (7.292115e-5 rad/s) and \( m_1 \) with \( m_2 \) describe the time-dependent offset of the instantaneous rotation pole from the mean rotation pole.

By using the basic relation between the displacement vector and the perturbing potential (equation (1)) the final expression for the pole tide at a particular station follows as:

\[
\Delta d^C = dR^C \sin 2\Theta (m_1 \cos \Lambda + m_2 \sin \Lambda) \hat{r} - dT^C \cos \Theta (m_1 \cos \Lambda - m_2 \sin \Lambda) \hat{r} + dT^C \cos 2\Theta (m_1 \cos \Lambda + m_2 \sin \Lambda) \hat{n}, \quad (7)
\]

where \( dR^C \) and \( dT^C \) are given in [m/as] as:

\[
dR^C = h_{20} \frac{-\Omega^2 r_0^2}{2g} \cdot \pi/180/3600, \quad (8)
\]

\[
dT^C = l_{20} \frac{-\Omega^2 r_0^2}{g} \cdot \pi/180/3600.
\]

The nominal values for the Love and Shida numbers are computed following equations (2) and (3) for the frequency appropriate to the pole tide, where we used the frequency of the Chandler wobble. The theoretical pole tide Love number is then 0.6206 and the Shida number 0.0894.

### 2 VLBI analysis

We used the Vienna VLBI Software VieVS (Böhm et al., 2012) to analyze 4.6 million observations from 1984.0 to 2011.0 included in 3360 24-hour sessions of the International VLBI Service for Geodesy and Astrometry (IVS; Schuh and Behrend, 2012). For the modeling of the theoretical time delays the IERS Conventions 2010 (Petit and Luzum, 2010) were followed, with the exception of applying a priori corrections on station coordinates due to non-tidal atmospheric loading (Petrov and Boy, 2004) which is a common procedure in the VLBI analysis. For each session the normal equation (NEQ) system was formulated including the station coordinates and velocities, source coordinates,
Earth orientation parameters, zenith wet delays, tropospheric gradients, clock parameters, and the Love and Shida numbers. In the module Vie_GLOB (Krásná et al., 2013a) of VieVS a common adjustment of all sessions was carried out after local parameters (connected only to a single session) were reduced from the normal equations per session in a first step. The NEQ system of the global solution contains only the station coordinates, station velocities, source coordinates, and the Love and Shida parameters.

3 Love and Shida numbers for the long-period tides

To ensure an accuracy of 0.05 mm for the computed radial displacements of the crust in the long-period band, five tidal waves ($M_{l}^t, M_{j}^t, M_{m}^t, S_{s_a}$, and $\Omega_1$) have to be taken into account (Petit and Luzum, 2010). Three solutions for the estimation of the zonal Love and Shida numbers were performed. In the first solution S1 the default parametrization was applied and Love and Shida numbers for the five main zonal tidal waves were estimated. In the second solution S2 hydrology loading corrections (provided by the NASA GSFC VLBI group (Eriksson and MacMillan; http://lacerta.gsfc.nasa.gov/hydlo)) were additionally applied a priori to the station coordinates. These corrections mainly contain annual and semi-annual signals. Solution S3 is identical to solution S2, but the Love and Shida numbers for the annual tidal wave $S_a$ were also estimated. The real parts of the estimated complex Love and Shida numbers are listed in Tables 2 and 3. The second column of both tables contains the theoretical real part of the complex Love and Shida numbers (Mathews et al. (1997) and Petit and Luzum (2010)). Columns three, four and five list the real parts of the estimated Love and Shida numbers from solution S1, S2, and S3. In the last columns the differences between the a priori and the estimated Love and Shida numbers from solution S3, expressed as differences in amplitudes of the tidal term in millimeters are given:

$$\delta R_{j}^t = \sqrt{\frac{5}{4\pi}} H_{j} \delta h_{j}^R,$$  \hspace{1cm} (9)

$$\delta T_{j}^t = \frac{3}{2} \sqrt{\frac{5}{4\pi}} H_{j} \delta f_{j}^R.$$.  \hspace{1cm} (10)

The real parts of the Love numbers from solution S1 show a relatively large difference of about $0.073 \pm 0.019$ and $-0.078 \pm 0.009$ with respect to their theoretical values for the tidal waves $\Omega_1$ and $S_{s_a}$. The application of hydrology loading corrections on station coordinates (solution S2) leads to a decrease of the difference between the theoretical and estimated values of the Love number for the $\Omega_1$ wave ($0.003 \pm 0.020$), whereas the expected improvement of the estimated Love number of the semi-annual tide $S_{s_a}$ is small (the difference to the theoretical value is now $0.019 \pm 0.009$). In the third solution S3 the additional estimation of the Love number for the annual tide $S_a$ causes another slight decrease of the difference between estimated and theoretical Love number for the semi-annual term $S_{s_a}$ ($-0.055 \pm 0.010$). The larger formal error of the estimated Love number for the annual tide $S_a$ is related to its small amplitude. The estimated Love number of the semi-annual tide $S_{s_a}$, which corresponds to a $1.07 \pm 0.19$ mm difference in the radial amplitude of the crustal displacement with respect to the theoretical value, may reflect deficiencies in the a priori station displacement modeling of long-period origin. The larger formal error of the displacement amplitude for the $\Omega_1$ tide is likely due to the not sufficiently long history of observations. A more detailed description of the analysis including our estimates of the imaginary parts of the Love and Shida numbers is given in Krásná et al. (2013b).

4 Love and Shida number for the pole tide

Several solutions were computed where the Love and Shida numbers for the polar motion were estimated. In these solutions the influence of a priori modeling of the mean pole and the application of hydrology loading corrections on station coordinates were investigated. The analysis of VLBI data was done according to the default parametrization with the following differences between the solutions:

- P1 - default parametrization (cubic function for mean pole (IERS Conventions 2010)),
- P2 - amplitudes of annual and semi-annual station position variations were estimated as additional parameters in the global solution and a cubic function for the mean pole was applied,
- P3 - as P2 but the mean pole was modeled by a linear approximation,
- P4 - as P2 but the mean pole was set to zero,
- P5 - as P1 but hydrology loading corrections were applied a priori on the station coordinates, ampli-
Table 2 Real parts of the complex Love numbers $h_p$ for the long-period tidal waves estimated within three different solutions. $\Delta R_t$ shows the difference in displacements when using solution S3 and values given in IERS Conventions 2010.

<table>
<thead>
<tr>
<th>Name</th>
<th>$h_1^R$</th>
<th>$h_2^R$</th>
<th>$h_3^R$</th>
<th>$h_4^R$</th>
<th>$h_5^R$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>from (2)</td>
<td>this work S1</td>
<td>this work S2</td>
<td>this work S3</td>
<td>from S3 [mm]</td>
</tr>
<tr>
<td>$\Omega_1$</td>
<td>0.6344</td>
<td>0.7071 ± 0.0188</td>
<td>0.6372 ± 0.0199</td>
<td>0.6372 ± 0.0199</td>
<td>0.05 ± 0.35</td>
</tr>
<tr>
<td>$S_a$</td>
<td>0.6207</td>
<td>-</td>
<td>-</td>
<td>0.5708 ± 0.0612</td>
<td>0.15 ± 0.19</td>
</tr>
<tr>
<td>$S_{aw}$</td>
<td>0.6182</td>
<td>0.5405 ± 0.0090</td>
<td>0.5531 ± 0.0094</td>
<td>0.5635 ± 0.0095</td>
<td>1.07 ± 0.19</td>
</tr>
<tr>
<td>$M_m$</td>
<td>0.6126</td>
<td>0.5965 ± 0.0076</td>
<td>0.5887 ± 0.0079</td>
<td>0.5905 ± 0.0079</td>
<td>0.49 ± 0.18</td>
</tr>
<tr>
<td>$M_f$</td>
<td>0.6109</td>
<td>0.6036 ± 0.0042</td>
<td>0.6052 ± 0.0043</td>
<td>0.6049 ± 0.0043</td>
<td>0.25 ± 0.18</td>
</tr>
<tr>
<td>$M_f'$</td>
<td>0.6109</td>
<td>0.6024 ± 0.0100</td>
<td>0.5878 ± 0.0105</td>
<td>0.5893 ± 0.0105</td>
<td>0.38 ± 0.18</td>
</tr>
</tbody>
</table>

Table 3 Real parts of the complex Shida numbers $l_p$ for the long-period tidal waves estimated within three different solutions. $\Delta T_f$ shows the difference in displacements when using solution S3 and values given in IERS Conventions 2010.

<table>
<thead>
<tr>
<th>Name</th>
<th>$l_1^R$</th>
<th>$l_2^R$</th>
<th>$l_3^R$</th>
<th>$l_4^R$</th>
<th>$l_5^R$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>from (3)</td>
<td>this work S1</td>
<td>this work S2</td>
<td>this work S3</td>
<td>from S3 [mm]</td>
</tr>
<tr>
<td>$\Omega_1$</td>
<td>0.0936</td>
<td>0.1147 ± 0.0044</td>
<td>0.1079 ± 0.0047</td>
<td>0.1078 ± 0.0047</td>
<td>0.37 ± 0.12</td>
</tr>
<tr>
<td>$S_a$</td>
<td>0.0894</td>
<td>-</td>
<td>-</td>
<td>0.1079 ± 0.0146</td>
<td>-0.09 ± 0.07</td>
</tr>
<tr>
<td>$S_{aw}$</td>
<td>0.0886</td>
<td>0.0955 ± 0.0021</td>
<td>0.0954 ± 0.0022</td>
<td>0.0984 ± 0.0023</td>
<td>-0.28 ± 0.07</td>
</tr>
<tr>
<td>$M_m$</td>
<td>0.0870</td>
<td>0.0851 ± 0.0018</td>
<td>0.0819 ± 0.0019</td>
<td>0.0825 ± 0.0019</td>
<td>0.15 ± 0.06</td>
</tr>
<tr>
<td>$M_f$</td>
<td>0.0864</td>
<td>0.0855 ± 0.0010</td>
<td>0.0865 ± 0.0010</td>
<td>0.0864 ± 0.0010</td>
<td>0.01 ± 0.06</td>
</tr>
<tr>
<td>$M_f'$</td>
<td>0.0864</td>
<td>0.0842 ± 0.0024</td>
<td>0.0771 ± 0.0025</td>
<td>0.0772 ± 0.0025</td>
<td>0.24 ± 0.07</td>
</tr>
</tbody>
</table>

Fig. 1 Real parts of the five zonal Love and Shida numbers (black color) estimated together with the Love and Shida numbers for the pole tide (grey color) in solution P5. The solid black lines represent the theoretical values given by equations (2) and (3).

In Table 4 results of the estimated Love and Shida numbers from the five solutions are summarized. The largest difference to the theoretical value appears in solution P1. In solution P2 the determination of the remaining annual and semi-annual signals in the station coordinates (especially height) within the global adjustment brings the estimated Love number closer to its theoretical value. The Love numbers obtained from solutions P2, P3 and P4 are almost identical. This shows that the modeling of the mean pole (cubic, linear, or a total omission) does not have any influence on the Love and Shida number estimates. In solution P5 the hydrology loading corrections were applied a priori on the station coordinates and in the global adjustment the complex Love and Shida for the five main zonal tidal waves ($\Omega_1$, $S_{aw}$, $M_m$, $M_f$, $M_f'$) together with the remaining annual signal in the station coordinates were estimated. The corresponding Love and Shida numbers are plotted in Figure 1. The good agreement between the estimated Love number of the semi-annual tide $S_{aw}$ ($0.558 \pm 0.010$) and of the pole tide ($0.550 \pm 0.011$) is clearly visible. The vertical amplitude of the estimated harmonic annual signal at most of the stations reaches several millimeters (not shown here). This approach in solution P5 gives the best agreement between the estimated and theoretical pole tide Love number from all five solutions which were carried out. In the last two rows of Table 4 results obtained by Petrov (1998) and Gipson and Ma (1998) are shown. Petrov...
(1998) used only early VLBI data covering time span of 4 years (from 1984 to 1987) for his computation. Even though his Love number estimate (0.65) lies close to the theoretical value (0.62) its large formal error of 0.20 reflects the high uncertainty of the result. Gipson and Ma (1998) included VLBI sessions from 1979 to 1996 and their estimates agree with the theoretical values within the formal errors.

5 Conclusions

Our estimate of the Love number for the semi-annual tide is 9.7% lower than the theoretical value. Similarly, the Love number of the pole tide is lower by about 11.4% than in theory. Both the a priori application of a hydrology loading model (mainly annual and semi-annual frequency content) in the analysis and the estimation of annual station positions slightly bring the estimates of zonal Love numbers closer to their theoretical values but still a significant difference remains. The empirical Shida numbers for the periods of half year and longer are always bigger than the theoretical values. A next step could be a revision of the theoretical model of solid Earth tides by re-estimating the included Earth parameters.
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New time series of the EOP and the source coordinates

V. Zharov

Abstract Time series of the coordinates of the ICRF radio sources were analyzed. We show that part of radio sources, including “defining” sources, reveals the significant apparent motion. The stability of the celestial reference frame is provided by the no-net-rotation condition applied to the defining sources. In our case this condition leads to rotation of the frame axes with time. Effect of this rotation on the Earth orientation parameters (EOP) was calculated. It was shown that this rotation is transformed to secular variations of EOP that is decreased or removed if motion of sources is took into account.

Keywords ICRF, Earth orientation parameters

1 Introduction

Rotation of the Earth is described as motion of the Earth’s axis of figure relative to the International Celestial Reference Frame (ICRF) that is defined by the precise coordinates of extragalactic radio sources. The rotational stability of the frame is based on the assumption that the sources have no proper motion and it means that there is no global rotation of the universe.

Very Long Baseline Interferometry (VLBI) technique is used by the International Earth Rotation Service and Reference System Service (IERS) for production of the Earth orientation parameters (EOP). They are required to study Earth orientation variations and to transform between the ICRF and the International Terrestrial Reference Frame (ITRF). VLBI is currently the only method available for measuring of the Universal Time (UT).

But analysis of time series of coordinates of the ICRF radio sources shows that many of them including the defining sources have significant apparent motion (Zharov et al., 2009). It is explained by motion of an emission region that is called by the ICRF source inside the jet of a quasar.

Software ARIADNA (Zharov, 2013) was used for estimation of the Earth orientation parameters (EOP) for period 1984–2012. In our previous work (Zharov et al., 2009) solution (EOP and the sources positions and velocities) was obtained for the first catalog of the ICRF sources (Ma et al., 1990).

The first realization of the International Celestial Reference Frame (ICRF) was based on the positions of selected 608 compact extragalactic radio sources (quasars, active galactic nuclei, and blazars) (Ma et al., 1990). Stability of the system axes is guaranteed by precise positions of the “defining” radio sources. One assumes that coordinates of them are known as precise as possible. These sources are unresolved with VLBI baselines comparable to the Earth diameter, and it was assumed that variations of their coordinates are negligible.

The new realization of the International Celestial Reference Frame (ICRF-2) was established in 2009. The ICRF-2 contains approximately 3000 radio sources, the noise floor is of the order of 40 µas which leads to axis stability of approximately 10 µas (Ma et al., 2009).

New solution (EOP and the sources positions and velocities) was obtained for catalog ICRF-2 (Ma et al., 2009).

We show that

• many of new defining sources show significant apparent motion;
• small rotation of ICRF is transformed into long-term variations of the EOP.

To obtain the time series of the EOP and the ICRF sources coordinates the ARIADNA software was used. Solution ”sai2012a.eops” was based on accepted posi-
tions of the sources ICRF2, precession-nutation model IAU2000. The terrestrial reference frame was fixed by the VTRF2008 coordinates and velocities of stations. Solution "sai2012b.eops" differs from previous one by adding the velocities of sources.

Secular variations of the EOP can be calculated by subtracting of two solutions "a" and "b".

2 Solution Description

All of these solutions have in common the same model for calculation of the VLBI delay and parametrization of clocks and troposphere wet zenith delay. Station clocks are estimated w.r.t. combined clock by a 2nd order polynomial according equation:

$$\sum_j \left[ C_0^j + C_1^j t + C_2^j t^2 \right] = 0.$$  

The zenith wet delay is parameterized by polynomial function too but order of it can be chosen as 3 or more in 2 h intervals.

For all of these solutions a priori EOP are taken from IERS final products. Displacement of reference points, tidal variations in the Earth’s rotation, transformation between the ITRF and ICRF are calculated according the IERS Conventions (2010) (Petit and Luzum, 2010). Atmospheric pressure loading have been applied according model developed in paper (Zharov, 2004).

The solutions presented here are all run in a two step procedure. First, the data is processed by the VLBI analysis software ARIADNA and the normal equation system (NEQ) is prepared, stored in SINEX file and solved. The NEQ are build up for each single session. The SINEX files will be used later for global solution.

The NEQ can contain corrections of the source positions and velocities. In this case the no-net-rotation (NNR) condition is applied only for the defining sources.

Second step procedure is used for analysis of the source motion. To calculate them we used the approximation of time series of coordinates by a polynomial model. Linear model with respect to regression polynomial coefficients $\beta_i$ ($i = 0, 1, 2$) is

$$y(t) = \beta_0 + \beta_1 t + \beta_2 t^2 + \varepsilon(t),$$  

where $t$ is time, $y(t)$ are corrections ($\Delta \alpha \cos \delta, \Delta \delta$) to the ICRF coordinates (right ascension or declination) of a source, and $\varepsilon(t)$ are residuals. The coefficients of polynomials were found out by regression analysis. The order of polynomial was determined by $R^2$ statistic, where

$$R^2 = \frac{\sum (\hat{y}_j - \bar{y})^2}{\sum (y_j - \bar{y})^2} = 1 - \frac{\sum (y_j - \hat{y}_j)^2}{\sum (y_j - \bar{y})^2}. \quad (2)$$

Here $y_j$ is correction of right ascension or declination at the moment $t = t_j, j = 1, 2, \ldots, N$, and $\hat{y}_j$ is estimation of polynomial function at $t_j$ and $\bar{y}$ is average value of series over whole span interval. The value $R$ depends on the correlation between $y$ and $\hat{y}$ (Draper, 1998). Obviously, if the polynomial model is correct, that is values $\hat{y}_j$ are equal to $y_j$, the coefficient $R = 1$. Actually, $\hat{y}_j \neq y_j$ and $R < 1$, but the maximal value of $R$ corresponds to the best fitting model.

Below we show several examples of our data analyzes. These figures represent variation of celestial coordinates as polynomial function of time. One can see that all of these sources have significant apparent motion.

Motion of the source 0106+013 that was "other" source in the ICRF is shown on of Fig.1. The total number of observations is more than 1500. Motion is modeled by linear function 40.5±0.3 for $\alpha$ and 8.6±0.4 for $\delta$ (in $\mu$as/year).

![Fig. 1 Right ascension (up) and declination (down) variations of the defining sources 0106+013 as function of time.](image-url)
The total number of observation of former "candidate" source 0229+131 was more than 2500. It is the defining source in the ICRF2 catalog. The motion is quadratic along right ascension $2.70 \pm 0.03 \mu\text{as}/\text{year}^2$ and linear $0.1 \pm 0.4 \mu\text{as}/\text{year}$ along declination (Fig.2).

The motion of the most observable source 0552+398 which is the defining source is modeled by linear function $-4.1 \pm 1.0$ for $\alpha$ and $-4.4 \pm 1.2$ for $\delta$ (in $\mu\text{as}/\text{year}$)(Fig.3) but short period variations are existed. As we can see the values of velocities of defining sources can reach a few microarcseconds per year. The variation of the ICRF source coordinates leads to small rotation of reference frame. To estimate the stability of the frame three small angles $\theta_1$, $\theta_2$, $\theta_3$, which describe small rotation were calculated:

$$s(t) = \begin{pmatrix} 1 & -\theta_3 & \theta_2 \\ \theta_3 & 1 & -\theta_1 \\ -\theta_2 & \theta_1 & 1 \end{pmatrix} s(t_0)$$

where $s(t)$, $s(t_0)$ are unit vectors of a source at moments $t$ and $t_0 = J2000.0$. Obviously, that variations of angles $\theta_1$, $\theta_2$, $\theta_3$ are connected with motion of the defining sources and NNR condition. Stability of the ICRF (or constancy of $\theta_1$, $\theta_2$, $\theta_3$) can be improved by correct choice of the defining source or extension of their number.

Rotation of the ICRF is due to the motions of sources. Variations of angles $\theta_1$, $\theta_2$, $\theta_3$ are connected with the EOP or the effect of the source apparent motion has an impact on the determination of the EOP.

To calculate this effect two solutions "sai2012a.eops" and "sai2012b.eops" were obtained. From difference of solutions linear trend in x-coordinate of pole equal to $-2.77 \pm 0.22 \mu\text{as}/\text{year}$ was found. Variations of y-coordinate of pole, nutation in longitude and obliquity are $1.60 \pm 0.15 \mu\text{as}/\text{year}$, $0.47 \pm 0.46 \mu\text{as}/\text{year}$, $-0.54 \pm 0.15 \mu\text{as}/\text{year}$ respectively, and UT is $0.144 \pm 0.007 \mu\text{s}/\text{year}$.

Motion of extragalatic radio source can be decomposed on systematic and stochastic parts. The first of them can be explained by secular aberration drift of the extragalatic radio source motions caused by the rotation of the Solar System barycenter around the Galactic center (Titov, 2007). The dipole component of the velocity field is defined by the velocity of the Solar System barycenter and galactic coordinates of the radio source and can be estimated. Other regular part of the extragalatic radio source motions can be caused by the errors of the precession constants. It is planned to estimate this effect from our solutions.
3 Conclusions

New time series of the EOP and the ICRF sources coordinates the ARIADNA software was used. Solutions were based on accepted positions of the sources ICRF2, precession-nutation model IAU2000. It was shown that rotation of the ICRF is due to the motions of sources. The effect of the source apparent motion has an impact on the determination of the EOP.

This work was supported by the RFBR grant 11-02-01009.
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Sub-daily Antenna Position Estimates from the CONT11 Campaign

K. Teke, J. Böhm, T. Nilsson, H. Krásná

Abstract The CONT11 campaign was observed by the International VLBI Service for Geodesy and Astrometry (IVS) during 15 days from 15 to 29 September 2011. In this study, we divided the observation files of the 24 hour sessions of the CONT11 campaign into 2 h sessions. These sub-daily sessions were analyzed with the Vienna VLBI Software (VieVS) to obtain coordinate time series with 2 h resolution for each station. We found that the coordinate repeatability from the 2 h sessions is clearly reflected in a change of the tropospheric parameters like zenith delays and gradients, an effect being boosted by the non-uniform sky distribution at the stations over 2 h segments.

Keywords VLBI, CONT11, TRF, sub-daily antenna coordinates, zenith wet delays

1 Introduction

The continuous VLBI campaign, CONT11, was carried out by the International VLBI Service for Geodesy and Astrometry (IVS, Schuh and Behrend (2012)) over two weeks, from 15 to 29 September 2011, to demonstrate the highest accuracy of the VLBI system. In this study, we investigated the possibility to estimate reliable antenna coordinates every 2 hours (2 h).

2 Data Analysis

We divided the observation files of the 24 hour sessions of the CONT11 campaign into 2 h sessions. These were then analyzed using the Vienna VLBI Software (VieVS, Böhm et al. (2012)), which is developed at the Department of Geodesy and Geoinformation at the Vienna University of Technology. The a priori terrestrial reference frame (TRF) catalogue, nutation offsets, and Earth rotation parameters (ERP) were obtained as follows:

1. First, we estimated a CONT11 specific TRF catalogue from a global TRF solution with the observations of CONT11 (named in this paper as TRF11). In this global TRF solution we applied No-Net-Rotation (NNR) and No-Net-Translation (NNT) conditions w.r.t. VTRF2008 (Böckmann et al. (2010)) and we fixed velocities to those of VTRF2008. Those datum conditions were not imposed on the antennas TSUKUB32, HOBART12, YEBES40M, and TIGOCONC since VTRF2008 coordinates of these antennas are not available for the CONT11 period.

2. We then estimated nutation offsets for CONT11 at 1 day intervals in a global solution (named in this paper as NUT11) of which a priori values were taken from the IERS 08 C04 corrections (Bizouard and Gambis (2009)) in addition to the IAU2006 precession-nutation model.

3. The ERP for CONT11 (named in this paper as ERP11) were estimated at 2 h intervals, i.e. at 1, 3, 5, ..., 21, 23 UT, in a global solution where a priori nutation offsets were fixed to daily NUT11 and a priori ERP were taken from IERS 08 C04 plus high frequency corrections. The high frequency ERP variations were modeled as recommended by the IERS Conventions 2010 (Petit and Luzum (2010)).
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In the data analysis of the 2 h sessions we did not remove observations below a certain elevation angle, nor did we down-weight observations at low elevation angles. Source coordinates were fixed to ICRF2 (International Celestial Reference Frame 2, Fey et al. (2009)) except for sources not in the ICRF2 catalogue which were estimated. We did not estimate Earth orientation parameters (EOP) when analysing 2 h sessions. Tidal and non-tidal atmospheric loading (Petrov and Boy (2004)) as well as tidal ocean loading corrections based on the ocean model FES2004 (Lyard et al. (2006)) were introduced for each observation prior to the adjustment. Troposphere zenith hydrostatic delays (ZHD) were computed using surface pressure values recorded at the sites (Saastamoinen (1972); Davis et al. (1985)) and mapped down with the hydrostatic Vienna Mapping Functions 1 (VMF1, Böhm et al. (2006)). Antenna 2 h TRF coordinates were estimated at the epochs 1, 3, 5, ..., 21, 23 UT (see e.g. Fig. 1) using NNR and NNT conditions w.r.t. TRF11 (see the first item of this section) coordinates of the participating antennas. In the 2 h session analyses, zenith wet delays (ZWD) were estimated as piece-wise linear offsets at 1 h intervals with loose relative constraints as 1.5 cm after 1 h. Troposphere east and north horizontal total gradients were estimated as piece-wise linear offsets at 2 h intervals with absolute constraints as 1 mm in addition to tight relative constraints as 0.01 mm after 2 h. We used the wet VMF1 and the gradient mapping function as introduced by Chen and Herring (1997).

3 Correlations between estimated coordinates and ZWD

We subtracted the 24 h radial coordinates from those estimated from the 2 h sessions (radial(2 h)-radial(24 h)) and did the same for zenith wet delays, ZWD(2 h)-ZWD(24 h). The differences of antenna TRF radial coordinates vary in $[-2 + 2]$ cm to $[-8 + 8]$ cm and the differences of ZWD in $[-1 + 1]$ cm to $[-4 + 4]$ cm for all VLBI sites for CONT11 (see e.g. Fig. 4 for TIGOCONC). Troposphere delay estimates and antenna TRF positions are highly correlated when
4 Conclusions

From our analyses of the CONT11 sub-daily (2 h) sessions, the following results were drawn:

- All negative correlations between the ΔZWD, \([\Delta \text{ZWD}(2\text{~h})-\text{ZWD}(24\text{~h})]\) and Δradial, \([\text{radial}(2\text{~h})-\text{radial}(24\text{~h})]\) at the VLBI sites are statistically significant (p values < 0.05).
- 1 cm ΔZWD variation corresponds to approximately 2 to 4 cm Δradial when 2 h sessions are analyzed.
- Due to the large correlations between the troposphere delay estimates and the antenna TRF positions for CONT11 2 h sessions (see Table 1), troposphere delays propagate into antenna positions in parameter estimation. Correlations between the two parameters can be mitigated if homogeneously distributed adequate number of observations are carried out at each antenna at each sub-daily session e.g. 2 h.
- We are planning for the future to reduce troposphere delays estimated from 24 h sessions from the observations of 2 h sessions before the parameter estimation. Thus other effects than troposphere on the antenna coordinates will be unveiled, e.g. residual displacements to the a priori geodynamic effects on the antenna positions at sub-daily tidal frequencies.
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Fig. 3 Sky plots at KOKEE for the 2 h sessions observed during 11SEP23XA, 18 - 20 UT (left plot) and 11SEP20XA, 8 - 10 UT (right plot) illustrate bad and good sky coverage of observations in 2 h segments which results in inaccurate and better antenna position estimates. The number of observations per scan with the total number of the observations of the sessions and the formal errors of the estimated antenna coordinates in radial direction are written on the sky plots.

Fig. 4 The circles on solid lines and dots on dashed lines show ZWD and antenna radial coordinate differences between those estimated from 2 h and 24 h sessions of CONT11 campaign at TIGOCONC for the common epochs, i.e., 1, 3, 5,..., 23 UT.


Nontidal Ocean Loading Observed by VLBI Measurements

D. S. MacMillan and D. Eriksson

Abstract Both vertical and horizontal deformations due to nontidal ocean loading are large enough to be seen in VLBI geodetic parameter estimates. Typical peak-to-peak vertical variations are as much as 4-6 mm at VLBI sites, while horizontal variations are at the mm-level. We have calculated the mass loading by convolving a loading Green’s function with the gridded ocean bottom pressures derived from the JPL ECCO model. Applying the resulting loading series in VLBI analysis reduces baseline length and station position scatter as well as annual vertical amplitudes.

Keywords Nontidal Ocean Loading

1 Introduction

Vertical deformation due to nontidal ocean loading is large enough to be seen in VLBI geodetic parameter estimates. Typical peak-to-peak vertical variations are 4-6 mm at VLBI sites. At VLBI sites, the loading signal has an annual character, but as with atmospheric and hydrological loading, we also observe interannual variations. Variations in the loading are caused by temporal variations of the geographic distribution of ocean surface mass. Here, we report on our calculation of the mass loading derived from JPL (Jet Propulsion Laboratory) ECCO (Estimating the Circulation and Climate of the Ocean) model ocean bottom pressure estimates from 1993 to 2009. To perform the calculation, we evaluated the convolution of a loading Greens function similar to that of Farrell (1972) with the ocean loading mass field, given by a global grid of ECCO model bottom pressures. We investigated the reduction in baseline length, site position scatter, and site vertical annual amplitudes when nontidal ocean loading is applied in VLBI analysis.

2 Nontidal Ocean Loading Data

Vertical and horizontal nontidal ocean loading is computed using the ECCO ocean model maintained by JPL. Fukumori (2002) describes the model. The ECCO model is available on a latitude/longitude grid with 224 latitudes and 360 longitudes where the latitude range is -80 to +80 degrees with a 12-hour time resolution. Data is available since 1993 and has a latency of about 3 weeks. The model conserves oceanic volume but is not mass conserving.

It can be seen in Fig. 1 that the RMS variation of bottom pressure is largest along coasts. The variations are much smaller than those observed for atmospheric pressure loading, which are typically 20-40 hPa peak-to-peak. Therefore, we expect smaller ocean loading displacements of a several millimeters. Coastal sites will experience much stronger loading signals than inland sites.

3 Green’s Function Approach

According to Farrell (1972), the vertical displacement at a point with coordinates (longitude and geocentric latitude) \((\lambda, \varphi)\) at time \(t\) due to a mass loading distribution, \(\Delta m\), is given by

\[
u_v(\lambda, \varphi, t) = \int \int \Delta m(\lambda', \varphi', t) G_R(\psi) \cos(\varphi') d\lambda' d\varphi'.
\]

(1)

Here, \(\Delta m\) is the change in mass at \((\lambda', \varphi')\) and \(\psi\) is the angle between the radial vectors to the points \((\lambda', \varphi')\) and \((\lambda, \varphi)\). There are similar expressions for the horizontal displacement (e.g., Eriksson and MacMillan).
(2012)). The loading Greens function is the response at the station due to a mass load at an angular distance $\psi$ from the station. The closer the mass is to the station, the larger the response. By integrating over the surface of the earth, we will get the total adjustment of the station position caused by the surface mass distribution. The loading contribution is dominated by loading near the station as well as any large coherent regional loads far from the station.

4 Nontidal Ocean Loading Displacement Series

Fig. 2 below shows some typical vertical loading series from the ECCO data period (1993-2009). The loading series shown are for the four sites Matera (Italy), Onsala (Sweden), Tsukuba (Japan), and Wettzell (Germany). The first three are coastal sites in areas with large variations in the ECCO bottom pressure data, while Wettzell is an inland site. We therefore expect the loading series for Wettzell to have a much smaller variance than the coastal sites. The signals for Tsukuba and Matera are clearly seasonal. It is also clear that the 3-dimensional loading displacements are predominantly in the vertical direction. Generally peak-to-peak loading displacements at VLBI coastal sites are 4-6 mm in the vertical and less than 1 mm in the horizontal.

5 Annual Variation of Vertical Loading

We ran two terrestrial reference frame solutions with the Calc/Solve VLBI analysis program, described by Ma et al. (1990), where station positions, velocities, and annual site position amplitudes were estimated globally. In the first solution, we applied hydrology loading series generated using GLDAS data, which is described by Rodell et al. (2004). In the second solution, nontidal ocean loading was also applied. As shown in Fig. 3, there was a reduction in the vertical annual amplitude for most of the coastal VLBI sites.

6 Reduction of Variance in VLBI Analysis

We applied our loading series in standard Calc/Solve VLBI analysis to determine whether our solution site position estimates were improved. We ran two solutions to estimate daily site positions for the sites in our weekly operational R1 and R4 networks from 2003-2009: 1) hydrology loading was applied and 2) ECCO ocean loading series was applied in addition to hydrology loading.

Comparing these solutions, we find that after applying the ECCO loading corrections, 57% of the baselines show a strictly positive reduction in variance. We
included all baselines even those with non-coastal sites at one end of the baseline, where the nontidal loading signal is small. The variance of vertical position estimates is reduced for most sites. The position estimates are improved most for coastal stations where the nontidal ocean loading signal is strongest, although Forteleza (Brazil) shows no improvement.

7 Conclusions

We have seen that ocean bottom pressures have the largest variations near coastlines, which implies that ocean loading displacements will be greatest for coastal sites. Applying the ECCO ocean loading displacement series reduces the vertical RMS scatter
Fig. 4 Vertical site position reduction in variance due to applying nontidal ocean loading.

Fig. 5 Baseline length reduction in variance due to applying nontidal ocean loading.

for most sites, particularly those near coasts. Baseline length scatter is reduced for 57% of VLBI baselines including those without coastal sites. Nontidal ocean loading modeling also reduces annual vertical amplitudes for most coastal sites. We have developed a service at http://lacerta.gsfc.nasa.gov/oclo to provide our 12-hour nontidal ocean loading series for all VLBI sites from 1993 to the present. In the future, we plan to extend this by providing a globally gridded product from which one can interpolate to a site location of interest.

References


The comparison between the UT1 results determined by the IVS Intensive observations

M. H. Xu, G. L. Wang

Abstract In this paper the history and status of the International VLBI Service for Astrometry and Geodesy (IVS) Intensive observations are briefly reviewed. The analysis of the IVS Intensive observation data from February 1984 to August 2011 with different observation networks is carried out. By comparing the results from different networks, a difference of some dozens of microseconds (µs) between these results is found. The results of the IVS Intensive observations that Sheshan station has participated in are analyzed as well, it shows that the Sheshan station performance as well as other stations. Finally, from the comparison and analysis of different UT1 series, it is concluded that there is an uncertainty at the level of about 10 µs between the results of UT1 obtained from the IVS Intensive observations with respect to those of the IERS (International Earth Rotation Service) C04.

Keywords Intensive Observation, UT1

1 Introduction

The precise earth orientation parameters (EOP) are very important to various kinds of ground-based observations and space navigations. Among the earth orientation parameters, the earth rotation angle (UT1) varies most quickly, and so it is most difficult to be precisely predicted. The earth orientation parameters of high precision, therefore, are obtained with space techniques. Very Long Baseline Interferometry (VLBI) is the fundamental one to measure UT1, which becomes gradually a routine measurement since the 1980s.

Since its foundation at the end of last century, IVS (Schlüter and Behrend, 2007) measures EOP three times every week with 5 ~ 8 globally distributed VLBI stations, from which the accuracy of the obtained UT1-UTC (AU1) is estimated to be about 7 µs (Schuh et al., 2009). The results can only be obtained about 2 weeks after the measurements. According to the study by Luzum and Nothnagel (2010), if the real time UT1 values can be obtained, the accuracy of AU1 provided by the IERS Rapid/Prediction Service Center (RS/PC) can be raised by 50%, and for that of its predicted value it is 21%. The nearly-real-time UT1 values, therefore, are very important to the EOP prediction.

In order to monitor the UT1 with shorter time latency, a new kind of VLBI experiments, called Intensive observations, began to carry out in 1984 (Robertson et al., 1985) with a single west-east baseline, and every observation lasted for 1 hour. This baseline has been changed for 3 times. From 1984 to February 1994, the Wettzell (Bavaria, Germany)-Westford (Massachusetts, USA) baseline was used. From March 1994 to June 2000 it was replaced by Wettzell-Green Bank (West Virginia, USA) (Eubanks M et al., 1994), since 2000 which was Wettzell- Kokee Park (Hawaii, USA). All these routine observations are called as INT1, in general, these observations are carried out from Monday to Friday every week, and every session lasts for 1 hour from 18h30mUT. Because the hard disc that records the data from Kokee Park need be transported to Navy Observatory with ship, so 2 ~ 3 days are needed in average.

Because of the importance of the UT1 monitoring, the IVS has added another baseline to the Intensive observations, called INT2 (Nothnagel and Schnell, 2008). This single baseline is made up of Wettzell-Tsukuba (Japan), the observation also lasts for 1 hour from 7h 30mUT every Saturday and Sunday. It is a very nice supplement to INT1. The data of INT2 are transmitted through network to the correlation center at Tsukuba, but the data handling would be made just...
in Monday morning (Japanese time) next week, and so the time delay is at least 1 day.

In order to fill the observation blank from 8h30m UT Sunday to 18h30m UT Monday, INT3 observation was proposed (Luzum and Nothnagel, 2010). Since February 2008, INT3 carries on its sessions, each of which lasts for 1 hour from 7h00m UT every Monday. Three stations Ny-Ålesund (Spitsbergen, Norway), Tsukuba and Wettzell participate in the sessions. The data of INT3 are transmitted through the internet to the correlation center of Bonn, the correlation are finished at about 15h00m UT every Monday, and after 1 hour the result of $\Delta UT$1 can be obtained. With the joinment of INT3, the longest interval of VLBI Intensive observations does not go beyond 24 hours. Since Tsukuba station shows a strong non-linear movement after the big earthquake in Japan in March 2011, Sheshan Station in Shanghai joins as well the INT3 observations.

It is obvious that the accuracy of the predicted UT1 depends upon two aspects, the precision and the latency of $\Delta UT$1 obtained from observations. At present, studies are developing towards these two aspects. In order to improve the observing accuracy of $\Delta UT$1, Baver et al. (2004); Baver and Gipson (2010) compared the results from INT1 and INT2 observations, and discussed the effect of the distributions of radio sources on UT1. They concluded that it is necessary to extend the spatial distribution of radio sources as wide as possible in the schedule. Nothnagel and Schnell (2008) considered errors in polar motion and nutation should be one of error sources of the UT1 Intensive observations and have given a mathematical model to correct the effect. Hobiger et al. (2009) analyzed the clock errors of reference stations, and concluded that it should cause an error of about 0.2 μs in the $\Delta UT$1 from INT2 observations. Böhmer et al. (2010a,b) thought that the main error source was the azimuthal asymmetry of atmosphere in the troposphere. Japanese researchers have done a lot of work on the decrease of the latency by means of the ultra-rapid measurement of UT1 with e-VLBI (Matsuzaka et al., 2008; Sekido et al., 2008). The $\Delta UT$1 can be obtained as soon as 30 minutes after the observation finished (Matsuzaka et al., 2008). Meanwhile, Hobiger et al. (2010) realized the full-automation of the UT1 rapid determination using the VLBI analysis software C5++, the $\Delta UT$1 can be obtained several minutes after an observation. It is a pity that the results of the Japanese ultra-rapid UT1 measurements do not be provided to IERS, consequently, there is no any contribution to the UT1 predicting routine for these observations (Luzum and Nothnagel, 2010).

In this paper, all the data of the IVS Intensive observations that currently exist are utilized to obtain the $\Delta UT$1 time-series and the differences between them are compared. In Section 2, the data and VLBI data analysis will be described. The calculated results of all the historical data and their analysis present in Section 3. The calculations and analysis of different types of current Intensive observations and the analyzed results of the Intensive observations with Sheshan station participated in will be described in Section 4. The conclusion will be given in Section 5.

2 Data and their processing

The data we used are the IVS Intensive observations from February 1984 to August 2011, including 6552 sessions of INT1, INT2 and INT3. 353 sessions of the Intensive observations having been rejected since the observable number of these observations is less than 8. An overview of the current Intensive observations is shown in Table 1, in which the INT1 information indicates the INT1 observations after 2000.

Figure 1 illustrates the positions of the stations that carried out the Intensive observations. In this figure the red line indicates the single baseline of INT1 observations after 2000; the blue line, that of INT2 observations; the green lines, the INT3 network; and the grey mark, the stations of early INT1 observations.

The software used for the data analysis is Calc10.0/SOLVE. The ITRF2008 and ICRF2 are adopted for the coordinates of stations and those of radio sources, respectively. The EOP series given in IERS C04 (C04) are adopted for the precession and nutation. Thus, in each observation it is only needed to estimate the following parameters: zenith time-delay correction, the clock offset and clock rate parameters and the UT1 correction. For the sake of its comparison with C04, the calculated $\Delta UT$1 has been corrected for
The comparison between the UT1 results

INT1 INT2 INT3
Wettzell Wettzell Wettzell Ny-Alesund
Kokee Park Tsukuba Tsukuba Seshan

Longest baseline of the network(km) 10357 8445 8445
East-West-dimension(km) 10072 8378 8378
North-South-dimension(km) 2414 1064 2962
Observing days Mon. to Fri. Sat. and Sun. Mon.
Starting epoch 18:30 7:30 7:00
Correlator NASA (USA) GSI (Japan) Bonn (Germany)
Delay(day) 2 - 3 1 - 2 0.4

Table 1 Overview of the current Intensive observing routines

high-frequency variations, hence the \( \Delta UT1 \) series in this paper does not contain high-frequency variation.

Meanwhile, before the comparison with C04, the third-order spline interpolation of 15 points has been used for C04 to give the values with respect to the moments of observations.

3 INT1 observations in 1984 ~ 2011

According to the participated stations, the INT1 observations are divided into 3 phases: sessions with the baseline Wettzell-Westford in 1984 ~ 1994, sessions with the baseline Wettzell-Green Bank (NRAO 80m and NRAO 20m) in 1994 ~ 2000, sessions with the baseline Wettzell-Kokee Park in 2000 ~ 2011. The results and the statistical information are listed in Table 2. The 4th line shows the number of sessions in each of 3 phases; the 5th and 6th lines indicate the length of baseline and its projection in the west-east direction, respectively; the 7th line is the averaged number of scans per session; the 8th line demonstrates the averaged normal error of \( \Delta UT1 \). It is obvious in Table 2 that there is a significant improvement in the INT1 sessions. The average number of scans has increased by two times. Due to the increasing average number of scans, the improving accuracy of observation, and the increasing length of baseline, the accuracies of \( \Delta UT1 \) at different phases are evidently improving. The difference between the time series of \( \Delta UT1 \) and that of C04 is illustrated in Figure 2. From Figure 2 and Table 2, it is demonstrated that the solution of \( \Delta UT1 \) of the Intensive observations since 2000 is in better accordance with C04, but there exist systematic differences among the \( \Delta UT1 \) values which were measured in different phases (with different baselines). Among them, the difference between the first phase and the second one is nearly 30 \( \mu s \), and that between the second and the third is nearly 4 \( \mu s \). In general, there is a deviation with a level of 10 \( \mu s \) between the \( \Delta UT1 \) series of INT1 and that of C04.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Wettzell-Westford</td>
<td>1854</td>
<td>1359</td>
<td>2374</td>
</tr>
<tr>
<td>Wettzell-Green Bank</td>
<td>5998</td>
<td>6724</td>
<td>10357</td>
</tr>
<tr>
<td>Wettzell-Kokee Park</td>
<td>5977</td>
<td>6669</td>
<td>10072</td>
</tr>
<tr>
<td>Avg. number of scans per session</td>
<td>9.6</td>
<td>17.2</td>
<td>20.9</td>
</tr>
<tr>
<td>Avg. normal error of ( \Delta UT1(\mu s) )</td>
<td>124.6</td>
<td>26.2</td>
<td>11.7</td>
</tr>
<tr>
<td>Avg. offset w.r.t. C04/precision(\mu s)</td>
<td>-14.1 / 2.4</td>
<td>14.0 / 1.7</td>
<td>10.4 / 0.5</td>
</tr>
<tr>
<td>Standard derivation w.r.t. C04(\mu s)</td>
<td>101.8</td>
<td>61.8</td>
<td>25.6</td>
</tr>
</tbody>
</table>

Table 2 Statistical information of the results from the different INT1 types

4 Comparisons of current different types of Intensive observations

We used the INT1, INT2 and INT3 after 2000. The data consist of 2374 sessions of INT1, 632 sessions
of INT2 and 112 sessions of INT3. Basically, there are 3 stations to participate in the INT3 sessions. For the convenience of comparisons, the sessions besides those of 3 stations were deleted. Because of the non-linear movement of Tsukuba station after the big earthquake in Japan, the sessions of INT2 and INT3 of this station after the earthquake were not included in the analysis. No mutually overlapping sessions exist in daily observation schedule. The calculated time series of $\Delta UT1$ with respect to C04 are illustrated in Figure 3. By interpolations, as mentioned before, the C04 are obtained currently by the Intensive observations in comparison with C04 series is still good. The other 5 results are shown in Figure 3 with little hollow circles. Because of the absence of Ny-Ålesund Station, there were only 11 scans in the Session 11JUL04XK, and in fact it was a single baseline observation. The numbers of scans for all the 6 sessions are obviously less than the averaged number 70 of the routine INT3 observations, and their normal errors are also somewhat worse. But the accordance of the estimated $\Delta UT1$ with the C04 series is on the level of 20 $\mu$s. Compared to the analysis of $\Delta UT1$ with respect to C04 attains 31 $\mu$s. This accuracy can match with that of routine Intensive observations.

5 Conclusions

At present, the IVS Intensive observation has carried out every day, and this plays a nice role in monitoring UT1 variations. In the EOP prediction and the synthetic series (Bulletin A\(^1\), Bulletin B\(^2\) and C04\(^3\) published by IERS, all of $\Delta UT1$ determined by IVS Intensive observations are important data sources. In the course of the Intensive observations, the baselines and the accuracy of the Intensive observations have greatly increased after 2000, and their normal accuracies are on the level of 10 $\mu$s, and the accuracy of $\Delta UT1$ obtained currently by the Intensive observations in comparison with C04 is on the level of 20 $\mu$s. Compared the analyzed results of different types of the Intensive observations, it is found that the observed values of

---

**Table 3** Comparison of the results from the different Intensive types

<table>
<thead>
<tr>
<th>Session name</th>
<th>Number of scans</th>
<th>Normal error ($\mu$s)</th>
<th>Offset w. r. t. C04 ($\mu$s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>11APR18XK</td>
<td>37</td>
<td>11.5</td>
<td>12.0</td>
</tr>
<tr>
<td>11MAY02XK</td>
<td>43</td>
<td>24.1</td>
<td>-15.0</td>
</tr>
<tr>
<td>11MAY16XK</td>
<td>39</td>
<td>22.7</td>
<td>22.2</td>
</tr>
<tr>
<td>11JUN20XK</td>
<td>14</td>
<td>18.4</td>
<td>26.2</td>
</tr>
<tr>
<td>11JUL04XK</td>
<td>33</td>
<td>38.3</td>
<td>186.0</td>
</tr>
<tr>
<td>11JUL11XK</td>
<td>41</td>
<td>7.8</td>
<td>-11.7</td>
</tr>
</tbody>
</table>

**Table 4** The UT1 and its precision from 6 Seshan involved INT3 observations

<table>
<thead>
<tr>
<th>Avg. number of scans per session</th>
<th>Avg. normal error ($\mu$s)</th>
<th>Avg. offset/precision w.r.t. C04 ($\mu$s)</th>
<th>Standard derivation ($\mu$s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>INT1</td>
<td>20.9</td>
<td>11.7</td>
<td>10.4 / 0.5</td>
</tr>
<tr>
<td>INT2</td>
<td>29.7</td>
<td>10.3</td>
<td>10.3 / 0.9</td>
</tr>
<tr>
<td>INT3</td>
<td>70.2</td>
<td>8.6</td>
<td>31.0 / 2.8</td>
</tr>
</tbody>
</table>

---

http://iers.obspm.fr/eopc/bul/bulpdf/explanatory.html
http://iers.obspm.fr/eopc/bul/bulpdf/explanatory.html
http://iers.obspm.fr/eopc04/C04_guide.pdf
The comparison between the UT1 results

$\Delta UT1$ depend on baselines. The results of observations with an identical baseline (such as INT2 and INT3) are relatively consistent, while the differences between the measurements with different baselines are considerable, such as the observations of INT1 in different periods and the difference between INT1 and INT2 after 2000. With regard to the series of estimated $\Delta UT1$, INT1 possesses the most data and the longest observation time, as well as the best accordance with C04, while there exist some drifts in INT2 and INT3. But the accuracy of INT2 is better than those of the two others.

Because of the irregular movement of Tsukuba Station, the twice observations per week of INT2 is now changed into a single baseline of INT1, and INT3 in which Tsukuba is engaged is also affected. Hence Sheshan Station in Shanghai dedicates into the INT3 observation. In spite of the fresh observation with the less scan numbers than that of routine INT3 observation, the accuracy of $\Delta UT1$ estimated from the sessions with Sheshan Station participated in is in accordance with that of the routine Intensive observations.

It can be concluded from the analysis of the Intensive observations that there may exist systematic deviations between $\Delta UT1$ measurements of INT1 with different baselines; the $\Delta UT1$ measurement of INT1 is in better accordance with C04; the UT1 results of the Intensive observations with Sheshan Station engaged in are on the same level; in general, there is an uncertainty at the level of 10 $\mu$s between the present UT1 from the IVS Intensive observations and C04.
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Comparison of Russian and IVS intensive series

S.L. Kurdubov

Abstract The article presents results of first comparison the Russian National UT1-UTC estimation program Ru-U and IVS-intensive international campaign. It is shown that the Ru-U sessions are performing with good accuracy and results can be included into international VLBI data processing scheme. Comparison of different distributions shows that the problem of correlation lack between single delay formal errors and UT1 estimations are presented both in Ru-U and IVS-intensive series.

Keywords VLBI, UT1

1 Introduction

Russian National VLBI Network “Quasar” starts to operate in 2006. In 2009 it was adopted what Quasar Network will provide the fundamental time-positioning service of the GLONASS space system (Finkelstein et al (2008), Finkelstein et al (2012)). Quasar network performs regular daily VLBI sessions in standart VLBI S/X band for EOP estimations every week and every day hourly sessions for the UT1-UTC estimations. Hourly sessions are carried out on the baseline Zelenchukskaya — Badary. Observation are delivered to the IAA hardware correlator by the e-VLBI data transfer (Finkelstein et al (2011)). Quasar network works in every day mode since 01.07.2012, before than UT1-UTC estimations was also once a week. Between observation starts and UT1-UTC obtained lasts from 2 up to 6 hours. Observations available for analysis in NGS card format at the IAA website.

2 Data processing with QUASAR software

We process data from 01.07.2012 to 20.11.2012 with the QUASAR VLBI data processing software (Kurbubov, Gubanov (2011)):
- 141 Ru-U sessions
- 152 IVS-Int sessions

All reduction calculations was implemented according to the IERS Conventions 2003 (McCarthy and Petit (2004)). Parametric model includes 5 constant parameters and 2 stochastic: linear + stochastic clock, constant + stochastic troposphere for each station, UT1-UTC.

3 Ru-U vs IVS-Int UT1-UTC estimation statistic

There are several different formal errors and WRMS considered in the article:
- mean formal error of UT1 estimations (averaged over all processed sessions);
- mean formal error of single delay measurement (mean per session);
- WRMS of UT1-UTC series vs IERS finals;
- observations RMS after solution (for single session).

Mean formal errors and WRMS for Ru-U and IVS-int presented at the Table 1. Relation between Ru-U and IVS-int estimations are in good agreement with the baseline length relation (see Table 2). Our results for IVS-int sessions also consistent with the results of over VLBI data analysis centers (see Table 3).

Session UT1-UTC estimation formal error vs number of observations chart presented at the fig 1. One can see that Ru-U sessions shows faster error decreasing with number of obsevations. It can be explained by
differences in the scheduling procedure (sky coverage optimization for IVS-int and parameters optimization for Ru-U).

Mean formal error of single delay presented at the fig 2 for the IVS-int sessions and 3 for the Ru-U. As one can see from fig 2 and 3 the accuracy of observations differs up to 4-5 times from one session to another (it is not secondary processing result, it is mean correlator formal errors). The differences can be explained by the some sessions was performed with cool recivers and some without criogenic.

Notice that the RMS after solution have no correlation with the formal errors of single delay as seen from fig. 4. The problem looks similar both for Ru-U and IVS-int sessions. RMS after solution is crucial parameter and direct affects accuracy of the UT1-UTC estimation: fig. 5.

<table>
<thead>
<tr>
<th>Mean unc. (µas)</th>
<th>Ru-U</th>
<th>IVS-int</th>
</tr>
</thead>
<tbody>
<tr>
<td>WRMS</td>
<td>43</td>
<td>18</td>
</tr>
</tbody>
</table>

Table 1 Ru-U vs IVS-Int UT1-UTC estimation statistic in µas (WRMS vs IERS finals series)

<table>
<thead>
<tr>
<th>AC</th>
<th>Dec</th>
<th>Nov</th>
<th>Oct</th>
<th>Sep</th>
<th>Aug</th>
<th>Jul</th>
</tr>
</thead>
<tbody>
<tr>
<td>BKG</td>
<td>13</td>
<td>11</td>
<td>14</td>
<td>14</td>
<td>15</td>
<td>13</td>
</tr>
<tr>
<td>GSFC</td>
<td>20</td>
<td>15</td>
<td>17</td>
<td>22</td>
<td>18</td>
<td>15</td>
</tr>
<tr>
<td>IAA</td>
<td>15</td>
<td>15</td>
<td>21</td>
<td>16</td>
<td>18</td>
<td>15</td>
</tr>
<tr>
<td>PUL</td>
<td>16</td>
<td>18</td>
<td>20</td>
<td>20</td>
<td>29</td>
<td>18</td>
</tr>
<tr>
<td>USNO</td>
<td>16</td>
<td>16</td>
<td>20</td>
<td>20</td>
<td>21</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 2 Ru-U vs IVS-Int baseline lenghts in meters

<table>
<thead>
<tr>
<th>AC</th>
<th>Dec</th>
<th>Nov</th>
<th>Oct</th>
<th>Sep</th>
<th>Aug</th>
<th>Jul</th>
</tr>
</thead>
<tbody>
<tr>
<td>BKG</td>
<td>13</td>
<td>11</td>
<td>14</td>
<td>14</td>
<td>15</td>
<td>13</td>
</tr>
<tr>
<td>GSFC</td>
<td>20</td>
<td>15</td>
<td>17</td>
<td>22</td>
<td>18</td>
<td>15</td>
</tr>
<tr>
<td>IAA</td>
<td>15</td>
<td>15</td>
<td>21</td>
<td>16</td>
<td>18</td>
<td>15</td>
</tr>
<tr>
<td>PUL</td>
<td>16</td>
<td>18</td>
<td>20</td>
<td>20</td>
<td>29</td>
<td>18</td>
</tr>
<tr>
<td>USNO</td>
<td>16</td>
<td>16</td>
<td>20</td>
<td>20</td>
<td>21</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 3 IVS-intensive statistic in µas (IERS Bulletin B 293-298 data)

4 Conclusions

The main result of this article: IAA Ru-U UT1-UTC estimations have comparable accuracy with the IVS-intensive results and can be used by IERS and IVS as contribution to the IERS UT1-UTC series. Raw observation data and results of UT1-UTC estimations can be obtained at the IAA ftp:
ftp://quasar.ipa.nw.ru/pub/EOS/IAA/ngs/
ftp://quasar.ipa.nw.ru/pub/EOS/IAA/veopi-ru.dat

Moreover it should be noticed:
- Ru-U sessions have better single delay formal errors (see fig. 4)
- Ru-U sessions shows faster error decreasing with number of observations.
- There is no correlation between delay formal error and RMS both for Ru-U and IVS-int
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Comparison of wet troposphere variations estimated from VLBI and WVR

O. Titov, L. Stanford

Abstract Wet troposphere instability serves as one of the major contributors to the total error budget of the VLBI group delay. The least squares collocation method (LSCM) is suited to estimate the wet troposphere delay for each observational epoch with sufficient precision. The LSCM is incorporated into the OCCAM software for routine reduction of the geodetic VLBI data. This paper presents a comparison of the wet troposphere delay estimates obtained with OCCAM and the Water Vapour Radiometer (WVR) data from the VLBI station Onsala during the CONT’11 campaign.

Keywords CONT’11, WVR, VLBI, Wet troposphere delays

1 Introduction

Geodetic VLBI data are adjusted by variations of the least squares method developed by Gauss and Legendre 200 years ago. One approach is to split a typical 24-hour session into sets of 1-hour or 2-hour segments and model the stochastic parameters (clock offset, wet troposphere delay) by piece-wise linear functions. Then 24 or 12 points per session for the troposphere variations are obtained.

In contrast to this approach the LSCM implement the priori covariance functions of the stochastic parameters (Moritz, 1980). This approach makes it possible to obtain the time series of the stochastic parameters with a time resolution corresponding to the scheduled rate of observations. The LSCM was adopted for reduction of geodetic VLBI data (Titov and Schuh, 2000). The time series of so-called stochastic parameters (wet troposphere delays, clock offset variations) could be estimated with a high temporal resolution (e.g. one point for 2-4 minutes) (Titov, 2004).

2 Analysis of observational data from the CONT’11

CONT’11 was a campaign of continuous VLBI sessions, scheduled to be observed in the second half of September 2011 (15-Sep-2011 00:00 UT through 29-Sep-2011 24:00 UT). Thirteen VLBI radio telescopes participated in this campaign. The New Zealand radio telescope Warkworth joined this network on one day, 26-Sep-2011. One of the goals of CONT’11 was to estimate the troposphere zenith delays and gradients and compare them with WVR and GPS results.

We have calculated the wet troposphere delays with OCCAM software by the LSCM. Fig 1 shows the zenith delays measured with WVR at Onsala geodetic site (kindly provided by Dr Rudiger Haas) and those obtained with the data from Onsala60 radio telescope. It is obvious that the variations of the wet troposphere delays are similar to the WVR data.

The statistical comparison, though, is not a straightforward procedure. The WVR available data are unevenly spaced due to technical reasons, whereas the VLBI-originated time series are unevenly spaced due to scheduling irregularities. The interpolation scheme was developed to obtain the WVR data for the same epochs as VLBI for statistical comparison. Given the larger number of time series data points for the WVR data, they were rebinned and averaged about each VLBI data point to give a corresponding value. The width of each bin was determined by the half distance to the next and previous VLBI data points. We gained 5235 single wet troposphere zenith delays in total for the comparison.
At the first step the times series were fitted by linear function across the whole two-week time span. The corresponding differences VLBI-WVR are shown on Fig 2. The mean root-mean-square (rms) parameter was found to be around 0.77 cm. The times series highlight some trends on a short-time scale. Therefore, the presented rms is likely to be affected by improper fitting.

Consequently, we fitted the time series by linear function for each day separately. Fitting of the variations by the linear trend is shown at Fig 3. Fig 4 shows differences VLBI-WVR after removal of the linear trends for each 24-hour session. The mean rms of the resulted numbers is 0.67 cm. Daily rms parameters on Fig 5 mostly lie within the range 0.5 – 0.8 cm in a good agreement with the mean rms over the two-week set of data. The only rms value exceeding 1 cm (19 September 2011) is likely to be induced by large outliers at the WVR time series.

The new differences VLBI-WVR do not display obvious short-time scale trends, and we could say that there is a reasonable agreement between the time series from two independent techniques.

It is worth of mention that this statistic may be exaggerated by insufficient calibration of the WVR data, presence of outliers, adopted interpolation scheme and, finally, formal errors of the observables.

To check out the effect of outliers to the statistics, we removed those post-fit residuals which exceed 2 cm on Fig 4. New plot shows the residuals without the outliers in on Fig 6. New daily rms shown on Fig 7 lie within the range 0.3 – 0.6 cm, i.e. the they are about 30% better than the residuals presented on Fig 4 and 5.

The WVR data may be affected by heavy rain. Fig 8 and Fig 9 shows comparison of WVR and VLBI data from CONT’05 campaign for two consecutive days. Once on the left plot the curves of troposphere zenith delays from the both techniques match each other, on the right plot the WVR data show a strong level of noise caused by rain at that day.

3 Conclusions

We have considered the wet troposphere delays obtained with WVR technique and estimated from VLBI using the LSCM. The wet troposphere delays measured with WVR may be affected by rain weather or improper calibration of the equipment. The estimates obtained with VLBI may be affected by inadequate apriori assumption, e.g. the independency of the delays for two radio telescope at the same site. It is shown that weighted rms between the time series varies between 3 and 6 mm after removing of the outliers (individual differences exceeding 2 cm).

Overall, we believe that the wet troposphere delays obtained with the LSCM are more accurate. The high time resolution estimates (1 point for 2-4 minutes) of the stochastic parameters could be obtained in a frame of a normal VLBI schedule with a standard number of scans per hour (5-15 scans per hour for a single station). It is not necessary to design a highly intensive session included up to 100 scans per hour for a single station. Moreover, it is also not necessary to purchase expensive WVR facilities for monitoring the water vapour variations.
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Fig. 6 Differences VLBI-WVR after fitting by piece-wise linear function after removing of outliers.

Fig. 7 Daily rms values for all 15 sessions after removing of outliers.

Fig. 8 Wet troposphere zenith delays for Wettzell on 14-Sep-2005 (CONT'05).

Fig. 9 Wet troposphere zenith delays for Wettzell on 15-Sep-2005 (CONT'05).
The state-of-the-art of Russian VLBI network


Abstract The state-of-the-art of the of Russian VLBI network “Quasar” is presented. The observations are carried out within the scope of two domestic programs: Ru-U for the operational determination of Universal Time in near real-time and Ru-E for the determination of EOP from 24-hour sessions. Correlation of the data is performed at the IAA correlator ARC. The IAA analysis center performs data processing with the QUASAR and OCCAM/GROSS software packages. Since July 2012 we start everyday Ru-U observations. The results and analysis of this data is presented.

Keywords EOP, VLBI observations, “Quasar” network

1 Introduction

Observations at the Russian Domestic “Quasar” network with the aim of Earth Orientation Parameters (EOP) and Universal Time determination is one of the main directions of the IAA activity (Finkelstein et al., 2008). The observations are carried out in the framework of two national programs:

1) Ru-E: 24-hour sessions for the determination of the five EOP parameters.
2) Ru-U: 1-hour sessions for the determination of Universal time.

The purpose of the Ru-E program is to provide EOP results on regular basis from 24-hours sessions on three-station network: “Svetloe” – “Zelenchukskaya” – “Badary”.

The purpose of the Ru-U program is to provide UT1-UTC results on regular basis from Intensive sessions on one base “Badary” – “Zelenchukskaya” – “Svetloe”.

Statistics of “Quasar” domestic observational programs is shown in Tab. 1. Planned numbers of sessions in 2013 are indicated in brackets of the table. Number of session for 2013 year is presented for the time span till the end of May.

<table>
<thead>
<tr>
<th>Year</th>
<th>Ru-U</th>
<th>Ru-E</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sv</td>
<td>Zc</td>
</tr>
<tr>
<td>2006</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>2007</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>2008</td>
<td>18</td>
<td>15</td>
</tr>
<tr>
<td>2009</td>
<td>13</td>
<td>26</td>
</tr>
<tr>
<td>2010</td>
<td>3</td>
<td>50</td>
</tr>
<tr>
<td>2011</td>
<td>9</td>
<td>65</td>
</tr>
<tr>
<td>2012</td>
<td>31</td>
<td>172</td>
</tr>
<tr>
<td>2013</td>
<td>4</td>
<td>137(350)</td>
</tr>
</tbody>
</table>

Table 1 “Quasar” network observations

2 “Quasar” complex equipment

“Quasar” complex consist from the “Quasar” network, connected by digital communication channels with the Operating and Data Processing Center (Surkis et al., 2011) and the Analysis Center. In 2011 significant modernization of the “Quasar” complex was finished. As a result all observatories of the “Quasar” network are equipped uniformly: 32-m radio telescope with low noise receivers, frequency and time keeping systems with H-masers (VCH-1003M), control computers, recording terminals Mark5B+, DAS R1002M (Fedotov et al., 2010). New digital DAS R1002M has been designed and created at the IAA RAS. In 2011 correlator control software was improved to obtain almost
fully automatical data transfer and processing in e-vlbi mode.

All observatories collocated with GPS and SLR, and Badary has DORIS receiver (Finkelstein, 2012-1). Since 2010 all domestic observations are correlated using 6-station correlator IAA "ARC" (Surkis et al., 2010). The data of observations in NGS format are available at IAA ftp-area: ftp://quasar.ipa.nw.ru/pub/EOS/IAA/ngs.

### 3 Russian Domestic Programs of VLBI Observations

All operations within the framework of the "Quasar" network are are performed as alike as in IVS. Sessions are scheduled by the Technical Consulate once for a year and are approved every month. Observations are carried out at S and X band. Operating Center prepares the file with schedule of observations session. For planning sessions we use NASA/SCED software adopted for LINEX in IAA (Melnikov, 2005) with optimization for EOP, clock parameters and tropospheric parameters. For typical Ru-EOP session stations observe about 50 sources with flux 0.50-10.83 J from the list of 63 sources, about 300 scans. Typical Ru-U contains about 20 scans for about 20 sources with flux 0.25–10.83 J from the list of 159 geodetic sources. Ru-U sessions performs with 1-bit sampling and bandwith 8 MHz, data rate is 256 Mbit/s. Ru-E sessions performs with 1-bit data sampling and bandwith 8 MHz, data rate is 512 Mbit/s. Turnaround time for Ru-U sessions is about 2 hours, for Ru-E sessions from 2 till 4 days. The brife summary of the Ru-U and Ru-E session description is presented at the Table 2.

Observational data from 1-hour Ru-U sessions are transmitted to the correlator using e-vlbi data transfer (Finkelstein et al., 2010-1). Calculation of UT1 time series is performed automatically. The results is UT1-UTC time series available at ftp://quasar.ipa.nw.ru/pub/EOS/IAA/ut1-ru.dat. Data of 24-hour sessions are shipped to the IAA correlator on disk modules only from "Svetloe" observatory. Since April 2013 we use e-vlbi data transfer for the data of 24-hours observations from "Badary" and "Zelenchukskaya". The EOP time series available at ftp://quasar.ipa.nw.ru/pub/EOS/IAA/eop-ru.dat.

### 4 The results of EOP Determination

For secondary data treatment of Domestic "Quasar" sessions we use QUASAR (Kurdubov and Gubanov, 2011) and OCCAM/GROSS (Malkin, 2005) software. All reductions correspond IERS Conventions (2003) (McCarthy and Petit, 2004). Celestial coordinate system is fixed by catalog of radio sources ICRF2. Earth coordinate system is fixed by catalog of station positions and velocities obtaining from QUASAR global solution iaa2009a.trf. (Kurdubov and Gubanov, 2011).

We don’t estimate tropospheric gradients in routine "Quasar" data treatment. The time span from observation till secondary data processing is from 6 hour for Ru-U sessions till 10 days for Ru-E sessions. Sometimes VMF1 (Boehm et al., 2006) and 3-D Atmospheric loading data (Petrov and Boy, 2004) is unavailable to this time, we use this data when they available for recalculation our EOP time series. As this case we use numeric models – Niell mapping function (Niell, 1996) for atmospheric delay and regression model for atmospheric loading account.

Since September 2009 Ru-U sessions are hold with e-data transfer. When ngs-file after correlation data treatment appears at server secondary data processing performs automatically using QUASAR software and special command files.

The accuracy of EOP estimations (rms differences with IERS EOP 08 C04 time series) for Ru-E sessions
and Ru-U sessions are presented at the Table 3 for all period since August 2006, the Table 4 for observations with Mark5B recorder and the Table 5 contain the results for the period since July 2012 (when we start to observe Ru-U sessions in every day mode) till the end of May 2013.

Differences of between IAA estimations of EOP with time series IERS EOP 08 C04 time series for data with Mark5B registrator (since February 2009) are presented in Fig. 1 and the differences of between IAA estimations of EOP with time series IERS EOP 08 C04 time series for the period since July 2012 are presented in Fig. 2.

### Table 3

<table>
<thead>
<tr>
<th>EOP</th>
<th>(N_{ref})</th>
<th>Bias</th>
<th>RMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X_p), mas</td>
<td>163</td>
<td>-0.29</td>
<td>1.4</td>
</tr>
<tr>
<td>(Y_p), mas</td>
<td>163</td>
<td>-0.23</td>
<td>1.6</td>
</tr>
<tr>
<td>UT1-UTC, (\mu s)</td>
<td>163</td>
<td>13</td>
<td>56</td>
</tr>
<tr>
<td>(X_c), mas</td>
<td>163</td>
<td>-0.19</td>
<td>0.63</td>
</tr>
<tr>
<td>(Y_c), mas</td>
<td>163</td>
<td>-0.12</td>
<td>0.61</td>
</tr>
<tr>
<td>UT1-UTC Int., (\mu s)</td>
<td>505</td>
<td>14</td>
<td>76</td>
</tr>
</tbody>
</table>

### Table 4

<table>
<thead>
<tr>
<th>EOP</th>
<th>(N_{ref})</th>
<th>Bias</th>
<th>RMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X_p), mas</td>
<td>131</td>
<td>-0.26</td>
<td>1.1</td>
</tr>
<tr>
<td>(Y_p), mas</td>
<td>131</td>
<td>-0.18</td>
<td>1.2</td>
</tr>
<tr>
<td>UT1-UTC, (\mu s)</td>
<td>131</td>
<td>10</td>
<td>43</td>
</tr>
<tr>
<td>(X_c), mas</td>
<td>131</td>
<td>-0.17</td>
<td>0.39</td>
</tr>
<tr>
<td>(Y_c), mas</td>
<td>131</td>
<td>-0.11</td>
<td>0.38</td>
</tr>
<tr>
<td>UT1-UTC Int., (\mu s)</td>
<td>479</td>
<td>18</td>
<td>65</td>
</tr>
</tbody>
</table>

### Table 5

<table>
<thead>
<tr>
<th>EOP</th>
<th>(N_{ref})</th>
<th>Bias</th>
<th>RMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X_p), mas</td>
<td>41</td>
<td>-0.60</td>
<td>0.98</td>
</tr>
<tr>
<td>(Y_p), mas</td>
<td>41</td>
<td>0.01</td>
<td>0.95</td>
</tr>
<tr>
<td>UT1-UTC, (\mu s)</td>
<td>41</td>
<td>-0.6</td>
<td>43</td>
</tr>
<tr>
<td>(X_c), mas</td>
<td>41</td>
<td>0.11</td>
<td>0.27</td>
</tr>
<tr>
<td>(Y_c), mas</td>
<td>41</td>
<td>-0.16</td>
<td>0.28</td>
</tr>
<tr>
<td>UT1-UTC Int., (\mu s)</td>
<td>315</td>
<td>16</td>
<td>63</td>
</tr>
</tbody>
</table>

Brief history of "Quasar" complex development was presented at (Finkelstein, 2011, 2012-2). In February 2013 we have performed first test of e-vlbi data transfer of 24-hour Ru-E session with from "Badary". Since April 2013 we use e-vlbi for data transfer of 24-hours sessions from "Badary" and "Zelenchukskaya" on regular bases.
5 Future plans

Further development of the "Quasar" network is connected with VLBI2010 technology. We are planning to install VLBI2010 antennas (RT-13) at "Badary" and "Zelenchukskaya" observatories in 2014. VLBI2010 software correlator snd DAS is under development.
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Sun Corona Electron Densities Derived from VLBI Sessions in 2011/2012

B. Soja, J. Sun, R. Heinkelmann, H. Schuh, J. Böhm

Abstract Twelve IVS R&D sessions in 2011/2012 primarily aimed to increase the sensitivity of VLBI to relativistic phenomena by including observations closer than 15 degrees to the heliocenter. These observations are also affected by the plasma of the Sun corona, a dispersive medium which is the target of our research presented here. Starting with the ionospheric delay corrections derived from two-frequency VLBI measurements, Sun corona electron densities were estimated together with other dispersive effects like instrumental biases and the Earth ionosphere. The results for the R&D sessions were analysed and compared with external information like Sunspot numbers and solar flux indices. The estimated electron densities show good agreement with previous models of the Sun corona obtained by various spacecraft missions.
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1 Introduction

The Sun corona is part of the atmosphere of the Sun, located between the chromosphere and interplanetary medium. It consists of fully ionized gas (i.e. plasma) and is primarily affected by the magnetic field of the Sun. The magnetic field is responsible for temperatures over 1 million K (the exact mechanism being the topic of current research) and the existence of diverse and timely-variable regions. The climatology of the corona follows the 11-year solar cycle (Aschwanden, 2004).

2 Methods

The Sun corona is a dispersive medium for electromagnetic waves. For VLBI observations close to the Sun the effects of the corona need to be taken into account (Shapiro et al., 1977). Other dispersive phenomena affecting VLBI observations are the delays due to the Earth ionosphere and receiver hardware (Kondo, 1991). For the total dispersive contribution to group delay observations in X-band (usually called “ionospheric delay” \( \tau'_{igx} \)) the following observation equation is applied:

\[
\tau'_{igx} = \frac{40.3}{c f_x^2} (\Delta \text{STEC}_{\text{corona}} + \Delta \text{STEC}_{\text{iono}}) + \Delta \tau_{\text{inst}} .
\]

Most of all, the delay is dependent on the slant total electron content (STEC) of the Earth ionosphere and the Sun corona. The effective frequency \( f_x \) of the X-band and the dispersive instrumental delays \( \tau_{\text{inst}} \) are...
assumed to stay constant over each 24 hour VLBI experiment. The constant $c$ is the vacuum speed of light and $\lambda$ indicates that for the respective quantities the difference between the two radio telescopes is taken. The basic observation configuration is shown in Fig. 1.

For equation (2) the influences of the interplanetary, interstellar and intergalactic media are neglected. This is admissible since in these regions the gradients in electron density are usually negligible in scales of typical baseline lengths (Hobiger et al., 2006). For observations in S- and X-band the higher order terms of the dispersive delay can be neglected (Hawarey et al., 2006).

The STEC can be determined by numerical integration of an electron density model along the ray path:

$$\text{STEC} = \int_{S} N_e ds \approx \sum_{S} N_e ds$$.

(3)

In the case of the Sun corona, a power law (Eq. 1) is applied for modelling $N_e$. For the ionosphere it is assumed that all the free electrons are concentrated in a thin-layer at about the height of the F2 layer. This allows the conversion of the STEC into the vertical total electron content (VTEC) at the ionospheric pierce point (IPP) using a mapping function (Ros et al., 2011):

$$\text{STEC} = m f \cdot \text{VTEC}$$.

(4)

The VTEC at the IPP (geographic coordinates $\lambda'$, $\phi'$) can be related to the VTEC above the station by (Hobiger, 2006):

$$\text{VTEC}(\lambda',\phi',t') = (1 + G_{ip} \Delta \phi) \cdot \text{VTEC}(\lambda,\phi,t)$$.

(5)

The difference in latitude is considered by estimating one or two north-south gradients. For our studies we apply two gradients as recommended by Dettmering et al. (2011). Assuming that the ionospheric VTEC distribution co-rotates with the apparent movement of the Sun (360° per day) and that it is invariable during the parameter time interval of about 45 min., differences in longitude can be related to differences in time (Hobiger et al., 2006):

$$t-t' = (\lambda - \lambda')/15$$

(6)

with $t$ in hours and $\lambda$ in degrees. Referring the observations to time $t$ instead of $t'$ the VTEC above the station can be estimated. In order to achieve redundancy, $\text{VTEC}(t)$ is parametrized by piece-wise linear functions. The intervals are chosen in a way that a certain number of observations ($n_{obs}$) falls in each interval. For our studies a value of $n_{obs} = 15$ is applied yielding a temporal resolution of VTEC of roughly 45 min.

Another possibility would be to use ionosphere VTEC data in terms of global ionospheric maps from GNSS. At the moment, the precision (2–8 TECU) and temporal resolution of two hours (Ros et al., 2011) are inferior to those of estimating station VTECs with VLBI (about 1 TECU, minimal temporal resolution 30 min., according to Hobiger (2006)).

The left hand side of (2) is the result of a linear combination of the observed group delays in X- and S-band, while the right hand side describes the theoretical delay depending on the unknown parameters. The latter are solved for by minimizing the difference “observed minus computed” in a least-squares sense. The stochastic model is obtained by weighting the observations based on their formal errors, which are provided in NGS files of the International VLBI Service for Geodesy & Astrometry (Schuh and Behrend, 2012).

3 Data

To study the Sun corona with VLBI, observations close to the Sun are necessary. Such observations are sparse before 2002 and non-existing afterwards due to a change of the elongation cut-off angle to 15 degrees introduced within the IVS (cf. Heinikelmann and Schuh, 2009). However, close observations to the Sun are valuable, e.g. for relativistic studies, so the IVS decided to dedicate twelve R&D-sessions in 2011 and 2012 to particularly observing close to the Sun.

The 24 hour sessions were observed by global networks of up to eight telescopes. The scheduling was done similar to the standard R1/R4 sessions, but with the addition of observations closer than 15° elongation. The last seven of these R&D sessions were scheduled...
using the Vienna VLBI Software (Sun et al., 2011). For the other sessions the scheduling software SKED was used. Table 1 shows the characteristics of each of the sessions, including the elongation of the closest observation and the number of observations which are closer than 15° elongation.

In session RD1206 a radio source with 1.8° elongation was scheduled for observation. Unfortunately, for all scans to this particular source the correlation in S-parameters was fixed to $\beta$ for $\beta \leq 2$, what equals the theoretical parameter was fixed to $\beta = 2$, what equals the theoretical value for constant solar wind velocity (Bird et al., 1994). An outlier test based on the residuals $v$ was applied: all observations with $v/\sigma_v > 5$ were excluded to get more reliable results. Table 1 shows the estimated electron densities $N_0$ together with their 1σ standard deviations. The largest uncertainty is found for session RD1203. During this session no sources closer than 10 degrees were observed.

During times of high solar activity, higher Sun corona temperature, turbulence and electron density are expected (Bird et al., 1994). The estimated electron densities are therefore compared to indicators for the solar activity. Fig. 2 shows daily relative Sunspot numbers (SSN) together with the electron densities estimated from the twelve R&D sessions. Some sessions show a good temporal agreement, while others diverge. Similar results are obtained when comparing the electron densities to solar flux indices, e.g. the F10.7 index (not shown here).

The differences might be explained by deviations of the Sun corona from a simplified axial model. Sessions with unexpected high or low electron density are analysed in greater detail using images of the Sun, provided e.g. by the X-ray telescope (XRT) on the Hinode spacecraft. For instance, in the case of session RD1106, three sources closer than 15° were observed, one at 4° (1622-253) and the others farther away (11°, 13°). The source 1622-253 was most sensitive for the effects of the Sun corona and the estimated electron density mostly depended on the observations to this source. In Fig. 3 the positions of the sources together with the variable and quiet regions of the Sun are plotted. 1622-253 is located above a region of low solar activity and most likely lower electron density compared to the active regions. This might explain the low value of the estimated electron density in contrast to the high Sunspot number or solar flux.

Effects due to different observation geometries or deficiencies in the model are assumed to have a random impact and are reduced by computing the weighted mean over all available VLBI sessions. The resulting value for $N_0$ is $(0.63 \pm 0.17) 10^{12}$ m$^{-3}$ coming from data obtained during the 14 months in 2011 and 2012. The average solar activity during this time was medium.

This electron density model, representative for the VLBI observations, is compared to previous models derived by measurements to spacecraft during superior

![Ephemeris](http://www.isas.jaxa.jp/enterp/missions/hinode/)

**Table 1** The IVS R&D sessions in 2011 and 2012 which include observations close to the Sun. For each session, the minimum Sun elongation, the number of successful observations closer than 15 degrees and the estimated electron densities (1σ) are shown.

<table>
<thead>
<tr>
<th>Session</th>
<th>Date</th>
<th>Min. Elongation</th>
<th>Obs. $&lt; 15^\circ$</th>
<th>$N_0$ $[10^{12}$ m$^{-3}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RD1106</td>
<td>Nov 29</td>
<td>3.9°</td>
<td>33</td>
<td>$0.5 \pm 0.4$</td>
</tr>
<tr>
<td>RD1107</td>
<td>Dez 06</td>
<td>4.0°</td>
<td>59</td>
<td>$1.1 \pm 0.4$</td>
</tr>
<tr>
<td>RD1201</td>
<td>Jan 24</td>
<td>4.8°</td>
<td>21</td>
<td>$2.9 \pm 1.0$</td>
</tr>
<tr>
<td>RD1202</td>
<td>Apr 03</td>
<td>5.8°</td>
<td>39</td>
<td>$1.3 \pm 0.4$</td>
</tr>
<tr>
<td>RD1203</td>
<td>May 30</td>
<td>10.5°</td>
<td>52</td>
<td>$6.1 \pm 1.5$</td>
</tr>
<tr>
<td>RD1204</td>
<td>Jun 19</td>
<td>4.4°</td>
<td>32</td>
<td>$1.3 \pm 0.7$</td>
</tr>
<tr>
<td>RD1205</td>
<td>Jul 10</td>
<td>6.1°</td>
<td>186</td>
<td>$0.7 \pm 0.3$</td>
</tr>
<tr>
<td>RD1206</td>
<td>Aug 28</td>
<td>3.9° (1.8°)</td>
<td>193</td>
<td>$0.5 \pm 0.1$</td>
</tr>
<tr>
<td>RD1207</td>
<td>Sep 25</td>
<td>6.1°</td>
<td>120</td>
<td>$0.2 \pm 0.7$</td>
</tr>
<tr>
<td>RD1208</td>
<td>Oct 02</td>
<td>3.9°</td>
<td>103</td>
<td>$0.5 \pm 0.3$</td>
</tr>
<tr>
<td>RD1209</td>
<td>Nov 27</td>
<td>4.2°</td>
<td>57</td>
<td>$0.1 \pm 0.3$</td>
</tr>
<tr>
<td>RD1210</td>
<td>Dez 11</td>
<td>4.7°</td>
<td>80</td>
<td>$2.2 \pm 0.5$</td>
</tr>
</tbody>
</table>

Weighted mean over all R&D sessions | $0.63 \pm 0.17$
Fig. 3 Source geometry of session RD1106 w.r.t. an out of scale XRT image of the Sun.

Fig. 4 Comparison between the electron density models from VLBI and various spacecraft missions.

5 Conclusions and Outlook

For the first time, the electron density of the plasma of the solar corona has been estimated utilising VLBI observations. Good agreement is found when comparing the VLBI model with previous models derived from measurements to spacecraft. The latter have the advantage that they include observations much closer to the Sun (up to 0.8 degrees elongation) and are therefore able to estimate both parameters $N_0$ and $\beta$. The strength of VLBI compared to spacecraft missions is that radio sources are more often in the vicinity of the Sun.

At 11 out of 12 R&D sessions, observations between 4 and 6 degrees elongation were possible. This shows that VLBI could monitor the Sun corona on a daily basis. It should be mentioned that no problems at all (technical problems, extensive loss of signals) occurred for observations as close as 4 degrees to the Sun.

In the future, when improved global ionospheric maps will be available, it is planned to test different approaches of separating the effects of the Earth ionosphere and the Sun corona to get more reliable corona electron densities. VLBI2010 will bring interesting new options, such as observations of phase scintillations, which could be used to investigate the turbulence in the Sun corona. The precision and reliability of the dispersive delays determined with VLBI2010 are expected to be significantly higher due to the foreseen broadband delay approach. Thus, we expect a positive impact on the quality of the derived parameters of the Earth ionosphere and Sun corona once VLBI2010 will be in place.
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Optimal time lags to use in modeling the thermal deformation of VLBI Antennas

K. Le Bail, J. M. Gipson, J. Juhl, D. S. MacMillan

Abstract One of the most significant effects on VLBI antennas is thermal expansion which can change the height of the VLBI reference point by as much as 20mm. In this paper, we investigate how using a thermal expansion model in VLBI processing improves the solution, as well as the optimal time delay for the variations in temperature to introduce for the steel telescope structure and for a concrete structure. We use the software Solve and the conventional model of Nothnagel (2009) implemented in Solve. We compare different solutions processed using the R1 and R4 sessions from January 2002 to March 2011: 1) not using the thermal expansion model, 2) using it with no time delay and then 3) different time delays. We show that using the thermal deformation model improves the baseline length repeatability of the solutions by more than 1mm and for more than 75% of the baselines, as well as reduces the WRMS per station.

Keywords Thermal Deformation modeling, Time lags

1 Introduction

Thermal expansion of VLBI antennas has been shown to be a significant effect. Nothnagel (2009) defined a conventional model in his paper “Conventions on thermal expansion modeling of radio telescopes for geodetic and astrometric VLBI”. This model assumes a time delay for the variations in measured air temperature to affect the antenna, which depends on the telescope structure and its component, and suggests the time lag of 2 hours for the steel telescope structure and 6 hours for the concrete foundation. The 2-hour time lag was determined by Nothnagel et al. (1995) in studying the VLBI station at Hartebeesthoek. The 6-hour time lag for the foundation was found by Elgered and Carlsson (1995) in studying the VLBI station at Onsala (20-m antenna).

In this study, we investigate what time lags are optimal. We modify the thermal expansion model in Solve to use arbitrary time lags for the antenna and the foundation. We compared different solutions and look at the WRMS of the solution per baseline, as well as the average per station to identify systematic effects.

2 Studied VLBI solutions

The set of data used consists of 932 R1 and R4 sessions available from January 2002 to March 2011. During this period the R1’s and R4’s used nineteen stations.

We ran solutions with Solve using different options. The first solution, called NoTD, is processed using no thermal deformation model. The second solution, called Tavg, is processed using the thermal deformation model with session-based average temperatures from the databases (recorded onsite when available or constant default value otherwise). We then ran a series of solutions where we independently varied the antenna (∆ta) and foundation (∆tf) time lags. Each of the 100 solutions corresponds to a pair (∆ta, ∆tf). These solutions are called GECMXY, where X is ∆ta and Y is ∆tf.

Karine Le Bail, John M. Gipson and Daniel S. MacMillan
NVI, Inc., Code 698.2, Goddard Space Flight Center, Greenbelt, MD 20771, United States
Johanna Juhl
Chalmers University of Technology, Gothenburg, Sweden
3 Using the Thermal Deformation Modeling

We compare the solutions \( T_{\text{avg}} \), GECM00 and GECM26 with the solution NoTD. The GECM26 corresponds to the conventions in Nothnagel (2009). Figure 1 and Table 1 show that using the thermal deformation with session-based average temperatures from the databases \( T_{\text{avg}} \), or G-ECM temperatures with (0,0) or (2,6) as time lags (GECM00 and GECM26) improves the VLBI solution. The baseline length repeatability of the solutions shows an improvement of up to 1.27mm and for up to 75% of the baselines. The average WRMS (length repeatability) of all stations, except Seshan25 and Badary, are reduced by up to 0.47mm (Algopark), except for Seshan25 and Badary.

### Table 1 Percentage of baselines with improvement and maximum value.

<table>
<thead>
<tr>
<th>Condition</th>
<th>NoTD - ( T_{\text{avg}} )</th>
<th>NoTD - GECM00</th>
<th>NoTD - GECM26</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt; 0</td>
<td>74.3%</td>
<td>74.3%</td>
<td>75.0%</td>
</tr>
<tr>
<td>= 0</td>
<td>24.3%</td>
<td>22.2%</td>
<td>22.9%</td>
</tr>
<tr>
<td>&lt; 0</td>
<td>1.4%</td>
<td>3.5%</td>
<td>2.1%</td>
</tr>
<tr>
<td>Max. value</td>
<td>1.23mm</td>
<td>1.26mm</td>
<td>1.27mm</td>
</tr>
</tbody>
</table>

4 Optimal time lags for \( \Delta t_a \) and \( \Delta t_f \)

In this section, we look at the GECMXY solutions in detail to determine the optimal time lags for the antenna (\( \Delta t_a \)) and the foundation (\( \Delta t_f \)).

**Fig. 2** Percentage of baselines with strictly positive WRMS reduction when using G-ECM temperature with different time lags, versus using the Average option in Solve (\( T_{\text{avg}} \)). Each box correspond to one solution. Example: the box (0,0) corresponds to GECM00. The cross indicates the value (2,6) which is the conventions value from Nothnagel (2009).

**Fig. 3** Percentage of baselines with positive or equal to 0 WRMS reduction when using G-ECM temperature with different time lags, versus using the Average option in Solve (\( T_{\text{avg}} \)).
In Figures 2 and 3, we compare the percentage of baselines with WRMS reduction when using G-ECM temperature with or without time lags, against using the Average option in Solve ($T_{\text{avg}}$). The conventional values from Nothnagel (2009) are not the optimal values, but the difference in percentage is relatively small: when considering only the strictly improved baselines, the percentage of improvement for the value (2,6) is 47.9% while the percentage for the optimal time lags values is 50.7%; and when considering the improved or unchanged baselines, the percentage for the value (2,6) is 62.5% while the optimal gives 63.9%.

In Figure 4, we look at the impact of varying one time lag when the other is fixed. In Figures 2, 3 and 4, we see that the time lag for the antenna should preferably be 2 hours or less. When considering a fixed time lag for the antenna (see Figure 4), varying the time lag for the foundation does not significantly modify the percentages.

We expect larger antennas to be more affected by thermal deformation than smaller ones. To see if this is so, we looked at different parameters that describe an antenna (antenna diameter, foundation height and depth, etc.) and plotted them versus the reduction in WRMS. We found significant correlation between reduction of WRMS and two of these parameters (see Figure 5).

The correlation with the height of foundation reaches 0.56, when the correlation with the distance from the movable axis to the antenna vertex reaches 0.59.

We determined the optimal time lag for the antenna for each of the nineteen stations. The correlation between the optimal time lag for the antenna and the antenna diameter is 0.51, suggesting that the bigger the antenna is, the slower it expands (see Figure 6).

5 Conclusions and discussion

Using the thermal deformation modeling significantly improves the VLBI solutions. 1) The time lag for the antenna is optimal when it is equal to 0, 1 or 2 hours; 2) When studying the time lag for the foundation, the results are insensitive to the time lag used. We believe the reason for this is that the foundation structure is much smaller than the steel part. Preliminary results show significant correlations between 1) the maximum WRMS improvement and the height of the foundation, 2) the maximum WRMS improvement and the distance from movable axis to antenna vertex, and 3) the optimal time lag for the antenna and the antenna diameter. To confirm these conclusions in further research, we will run a series of solutions where we vary the time lags for a single antenna at a time, keeping the others fixed.
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Testing different lags for steel part of antenna

Fig. 4 Percentage of baselines with improved WRMS when using the thermal deformation modeling with different time lags compared to using the thermal deformation modeling with a session-based Average temperature from the databases ($T_{avg}$). Top: $\Delta t_f$ is fixed, $\Delta t_a$ is varying. Bottom: $\Delta t_a$ is fixed, $\Delta t_f$ is varying.

Fig. 5 Correlation between the maximum WRMS improvement per station for all time lags and the height of the foundation (top), or the distance from the movable axis to the antenna vertex (bottom).

Fig. 6 Correlation between the optimal time lag for the antenna and the antenna diameter.
Activities and Products at IVS combination center at BKG

S. Bachmann, M. Lösler

Abstract  The IVS combination center is primarily responsible to provide rapid EOP products based on observation campaigns twice a week and a long-term EOP series which is updated four times a year. Besides EOP products, methods and analysis of combined station coordinates and source positions are evolving and new products are developed in order to expand the range of combined VLBI products. Within the last year the combination center continuously worked on several improvements and refinements of the combination procedure: outlier test have been improved, the detection of unsuitable sessions in order to improve the stability of the results, the modeling of station coordinates of the reference frame generation and the data presentation on the combination centers website. Besides the routine combination of 24h VLBI sessions, several other projects have been developed, e.g. the preparation of the latest VLBI reference frame (VTRF) including the calculation of station height variations and baseline lengths generation derived by the combination of station coordinates. The combination center is furthermore intensely working on the combination of source coordinates and on providing user friendly online analysis tools on the combination centers website in order to meet the user requirements.
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1 Activities and Products

1.1 Rapid solution

The rapid solution is a session-wise combined product of VLBI observations. Actually six IVS Analysis Centers (AC) submit Sinex files containing station coordinates, EOP and (for most of the ACs) source positions in terms of normal equations of 24h VLBI observations. The Sinex files can be found at ftp://ivs.bkg.bund.de/pub/vlbi/ivsproducts/daily\_sinex. A pre-analysis process transforms the normal equations to equal apriori values and equal epochs, before the normal equations are stacked and inverted to generate a combined solution. A detailed description of the combination process can be found in Böckmann et al. (2010). The combined solution is submitted in the IVS data center and the results are presented at the IVS combination center homepage at http://ccivs.bkg.bund.de/rapid. For a detailed analysis of the combined solutions, a web tool has been implemented which allows comparisons between the individual solutions and the combined solution as well as external comparisons to CO4 series and IGS EOP series. The analysis tool offers to select interactively a time span and one or more ACs and - optionally - an error bar plot. A table with statistic values and a residual plot is generated as shown in Figure 1.

1.2 Quarterly solution

The IVS regularly provides a combined quarterly solution which includes all available 24h sessions at the IVS data center¹. A ”reprocessing” of the IVS sessions

1 ftp://ivs.bkg.bund.de/pub/vlbi/ivsproducts/daily\_sinex
back to the 1980s until now aims to generate a consistent long term EOP series regarding apriori values, outlier test etc. The combination procedure is in general similar to the rapid solution. Products of the quarterly solutions are EOP series, a terrestrial reference frame based on VLBI observations (VTRF) and station coordinates products like baseline lengths and annual height variations. Figure 2 shows a screenshot of the web tool for EOP residuals of the quarterly solution.

1.3 VTRF

The regular generation of a TRF based on VLBI observations contains station coordinates and velocities of VLBI stations and is used as common apriori value for the individual Analysis Center (AC) solution. The quality of the apriori values for station coordinates directly influences the quality of the network and thus the quality of the resulting EOPs. This is especially important for new VLBI stations and stations which underwent major displacements (e.g. earthquakes). A regular generation of a VTRF allows to react appropriate and with a short delay to these kinds of network changes and to provide new coordinates as soon as enough observations are available for the concerned station. This is one of the advantages of a VTRF compared to the ITRF with an update interval of several years. In the latest VTRF (IVS_TRF2012d.SSC.txt\(^1\)) several new stations have been included, e.g. YARRA12M, HOBART12 and KATH12M, as well as new coordinates for earthquake affected stations: TIGOCONC and TSUKUB32. Figures 3 shows plots of the Y-component time series of KATH12M with observation data until 12/2011 (left) and with data until 12/2012 (right).

Station positions are used for further investigations of the combination solution, like significance tests or the visualization of the annual height variations of the station (see section 1.4).

If new antennas are built on existing sites - this kind of set-up will increase with the upcoming realization of the VLBI2010 initiative - a F-Test (also called significance test) can be applied. This test can be used to decide whether a station velocity has been determined accurate enough, or if the time series is still too short and more observations are needed for this specific station. Equation 1 gives the basic formulas for the significance test. The \( H_0 \)-Hypothesis is, that the new telescope undergoes the same velocity as the already existing telescope.

\[
T = \frac{d^T Q_{dd}^{-1} d}{n} \sim F_{p,1-0.001} \quad H_0
\]

Where \( d = v_2 - v_1 \), \( Q_{dd} = Q_{v1} + Q_{v2} \), \( v_1, v_2 \) = station velocities for station 1 and 2 respectively and \( n \) = numbers of test relevant components.

\(^2\)ftp://ivs.bkg.bund.de/pub/vlbi/ivsproducts/eops
\(^1\)http://ccivs.bkg.bund.de/quarterly/vtrf
Table 1 shows exemplary the station velocities for Hobart12 and Hobart26 in North, East and Height component. The test statistics of the significance test (T) and the quantile of the F-distribution (F) for a level of significance of 0.1% are given in Table 2. The F-test is applied for horizontal components (North and East), for vertical component (Height) and for all three components. In this example the F-test rejects the $H_0$-Hypothesis for all components. The number of observations of station Hobart12 is assumed to be too short to estimate appropriate station velocities.

In order to identify outlier sessions, the robust session-wise outlier test has been extended to a global outlier test which comprises every combined session.

Figure 4 shows a screenshot of the annual variation of the height component. The station plot uses coordinate data calculated on the basis of the latest VTRF and stored in a database.

### 1.4 Annual Variation

The station time series which have been generated within a quarterly solution are used to study systematic effects of the station height component.

### 1.5 Baseline Lengths

Another product which is derived by the station coordinates are baseline lengths. The baselines are generated by a web service which uses the station coordinates stored in a database. The user can interactively
choose the station and the type of solution (individual or combined), as well as the time span and a scale for a zooming function. The results are statistical values like slope [mm/a], Y-intercept [m], WRMS [m] and the number of excluded sessions based on a median outlier test (ref. Bachmann and Lösler (2012)) and a plot of the baseline lengths.

A screen shot of the baseline lengths site is shown in Figure 6 and the web tool can be found at http://ccivs.bkg.bund.de/quarterly/baseline.

1.6 Source positions

First steps have been taken to generate a combined solution of source positions. Currently, 5 ACs out of 6 are providing source positions in the Sinex files. These additional information has not been used for the combination of the rapid sessions so far. The combination procedure has been extended for two source parameters (right ascension and declination); format problems have been solved and first source position have been combined successfully. Results will be published on the Combination Centers website.

Figure 5 shows an example of the residuals of the combined solution and the individual solution in comparison to ICRF 2 for right ascension (RA). The plot shows a good agreement between the individual solutions and the combined solution within a few µas for most of the sources. As the number and choice of sources for the analysis differs between the ACs, not all observed sources of one sessions have been analyzed.
This leads to significant larger uncertainties for sources which have not been analyzed by all ACs.

2 Further Plans

Upcoming activities will be the combination of source positions including the definition of a product and the adequate presentation of the results on the website.
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On Application of the 3-Cornered Hat Technique to Radio Source Position Catalogs

Z. Malkin

Abstract Assessment of the stochastic errors of the radio source position catalogs derived from VLBI observations is important for such tasks as estimating the quality of the catalogs, their weighting during combination, etc. One of the widely used methods for estimation of the catalog stochastic errors is the 3-cornered hat technique. A critical point of this method is the proper accounting for the correlations between the compared catalogs. In this paper, we discuss a new approach to solve this problem based on pair comparison of several catalogs. To compute the correlation between two given catalogs, first the differences between these catalogs and a third arbitrary catalog are computed. Then the correlation between these two sets of differences is considered as an estimate of the correlation between catalogs under investigation. Using several arbitrary catalogs several such estimates can be obtained. The average value of these estimates is taken as a final estimate of the desired correlation between two first catalogs.

Keywords VLBI, IVS, Radio source position catalogs, position random errors, catalog comparison

1 Introduction

So called “3-cornered hat” method (3CH) was originally developed for estimation of the stability of frequency standards (Gray and Allan, 1974). It was then applied for investigation of the noise level of various data, in particular, astronomical and geodetic time series and radio source position catalogs. However, despite this method is widely used, its application is not straightforward because it requires a reliable estimate of the correlations between series under investigation. Neglecting correlations often produces unacceptable results, like negative variances. In this work, we investigate a new possibility to estimate correlations between radio source position catalogs (RSC) obtained from VLBI observations.

2 3-cornered hat method

In original formulation, the 3CH method is applied to three series of measurements, which allows us to write the following system of three equations for the pair differences between the series supposing they are uncorrelated: Given a set of three pairs of measurements for three independent frequency sources a, b and c whose variances add:

$$\begin{align*}
\sigma_{12}^2 &= \sigma_1^2 + \sigma_2^2, \\
\sigma_{13}^2 &= \sigma_1^2 + \sigma_3^2, \\
\sigma_{23}^2 &= \sigma_2^2 + \sigma_3^2.
\end{align*}$$

(1)

with solution

$$\begin{align*}
\sigma_{11}^2 &= \frac{1}{2}(\sigma_{12}^2 + \sigma_{13}^2 - \sigma_{23}^2)/2, \\
\sigma_{22}^2 &= \frac{1}{2}(\sigma_{12}^2 + \sigma_{13}^2 - \sigma_{23}^2)/2, \\
\sigma_{33}^2 &= \frac{1}{2}(\sigma_{12}^2 + \sigma_{13}^2 - \sigma_{23}^2)/2.
\end{align*}$$

(2)

For an arbitrary number of series $M$, one can use the following solution derived by Barnes (1992).

$$\begin{align*}
\sigma_i^2 &= \frac{1}{M^2-2} \left( \sum_{j=1}^{M} \sigma_{ij}^2 - B \right), \\
B &= \frac{1}{2(M-1)} \sum_{k=1}^{M} \sum_{j=1}^{M} \sigma_{kj}^2,
\end{align*}$$

(3)

$\sigma_{ii} = 0$, $\sigma_{ij} = \sigma_{ji}$.
Although useful for determining the individual stabilities of units having similar performance, the method may fail by producing negative variances for units that have widely differing stabilities, if the units are correlated, or for which there is insufficient data. With correlations, the system to be solved consists of the equations:

\[ \sigma_{ij}^2 = \sigma_i^2 + \sigma_j^2 - 2 \rho_{ij} \sigma_i \sigma_j. \]  

(4)

The key point is to obtain a reliable estimates of \( \rho_{ij} \).

### 3 Application to RSC

Several developments in using the 3CH for RSC made since the 1990s in the Main Astronomical Observatory (MAO) of the National Academy of Sciences, Ukraine (Molotaj et al., 1998; Bolotin and Lytvyn, 2010). In these papers, several 3CH modifications were tested, all based on analysis of differences between the pairs of input RSCs and combined one. To compute correlations between three catalogs Molotaj et al. (1998) first compute an averaged catalog. Then the differences between input and average catalogs are calculated. For the coefficient of correlation \( \rho_{ij} \) between \( i \)-th and \( j \)-th catalogs, the correlation between the differences of these catalogs and the average one is accepted. As noted by Bolotin and Lytvyn (2010), this approach has some shortcomings connected with very different errors of source positions and position outliers. They developed a modified method based on combined processing of the differences between the input and average catalogs. In case of three compared catalogs, such an approach allows to obtain the correlations between them. However, in both cases, the computed correlation coefficients may have a bias depending on the method of computation of the average catalog and some other factors. Besides, both MAO approaches are intended for comparison of three catalogs only.

In this study, we tested another method for computation correlation between catalogs for arbitrary number of catalogs greater than 3, and without using of an arbitrary averaged catalog. The computational procedure is the following. Let we have \( n \) catalogs, and we want to compute correlation between each pair of catalogs. First we select common sources in all the catalogs, which will be used for further analysis. It may be all common sources or common ICRF defining sources, or other selection depending on the goal of the study.

Now let us consider \( i \)-th and \( j \)-th catalogs. At the first step we compute the differences between each of these two catalogs with all \( k \)-th catalogs, \( k = 1, ..., n \), \( k \neq i, k \neq j \). After that for each \( k \) we compute correlation \( \text{Corr}(\Delta_{ik}, \Delta_{jk}) \) between catalog differences \( \Delta_{ik} = \text{Cat}_i - \text{Cat}_k \) and \( \Delta_{jk} = \text{Cat}_j - \text{Cat}_k \), where \( \text{Cat}_i, \text{Cat}_j, \text{Cat}_k \) are the common source positions in \( i \)-th, \( j \)-th and \( k \)-th catalogs respectively. Computations are made separately for right ascension (RA) and declination (DE). RA differences are normally multiplied by \( \cos(DE) \). Here \( \text{Cat}_i, \text{Cat}_j, \text{Cat}_k, \Delta_{ik}, \Delta_{jk} \) are vectors of dimension equal to the number of common sources selected as noted above. Averaged \( \Delta_{jk} \) value over all \( k \) is considered as an approximation to correlation \( \rho_{ij} \) between \( i \)-th and \( k \)-th catalogs.

The results of this computation are presented in Table 1. One can see some features of the correlations:

- correlation in RA and DE are very similar, which confirms results of other authors;
- discrepancies between the columns show discrepancies between corresponding catalogs confirmed by the WRMS;
- there is no clear dependence on the software used.

### 4 Conclusions

Proposed method of computation of the correlations between RSCs can provide a reasonable estimates of correlations between radio source position catalogs in a case of sufficiently large number of compared catalogs. It is expected that the more catalogs are used, the more accurate estimates of the correlations between them can be obtained. However, more supplement investigations are needed, in particular, of the impact of the large-scale systematic differences between RSCs.
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Table 1  Correlations between RSC differences $Corr(A_{ik},A_{jk})$ approaching correlation between $i$-th and $j$-th catalogs shown in the first column; the next 7 columns corresponds to $k$-th catalog. For each pair of catalogs, the first line is related to right ascension and the second line is related to declination.

<table>
<thead>
<tr>
<th>Catalogs</th>
<th>AUS</th>
<th>BKG</th>
<th>GSF</th>
<th>Catalog k</th>
<th>MAO</th>
<th>OPA</th>
<th>USN</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUS BKG</td>
<td>0.0259</td>
<td>0.1870</td>
<td>0.1199</td>
<td>0.0057</td>
<td>0.0159</td>
<td>0.0709</td>
<td>0.0277</td>
<td></td>
</tr>
<tr>
<td></td>
<td>~0.007</td>
<td>0.1533</td>
<td>0.0604</td>
<td>~0.1081</td>
<td>0.1137</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AUS GS  F</td>
<td>~0.1808</td>
<td>0.2932</td>
<td>0.1493</td>
<td>~0.0173</td>
<td>0.0302</td>
<td>0.0537</td>
<td>0.0231</td>
<td></td>
</tr>
<tr>
<td></td>
<td>~0.2932</td>
<td>0.3056</td>
<td>0.1381</td>
<td>~0.1742</td>
<td>0.1392</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AUS IAA</td>
<td>~0.1723</td>
<td>~0.0909</td>
<td>0.1013</td>
<td>0.0414</td>
<td>0.0533</td>
<td>~0.0134</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>~0.1807</td>
<td>0.0087</td>
<td>0.0346</td>
<td>~0.0723</td>
<td>0.1498</td>
<td>~0.0120</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AUS MAO</td>
<td>~0.1934</td>
<td>~0.1408</td>
<td>~0.3258</td>
<td>0.0470</td>
<td>0.0709</td>
<td>~0.1084</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>~0.2939</td>
<td>~0.1606</td>
<td>~0.3361</td>
<td>0.0500</td>
<td>0.2325</td>
<td>~0.1016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AUS OPA</td>
<td>~0.2044</td>
<td>~0.1317</td>
<td>~0.3114</td>
<td>~0.1720</td>
<td>0.0565</td>
<td>~0.1518</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>~0.3461</td>
<td>~0.3034</td>
<td>~0.3820</td>
<td>~0.2157</td>
<td>0.2801</td>
<td>~0.1934</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AUS USN</td>
<td>~0.2059</td>
<td>~0.1595</td>
<td>~0.3318</td>
<td>~0.1929</td>
<td>~0.0722</td>
<td>~0.1925</td>
<td>~0.1211</td>
<td></td>
</tr>
<tr>
<td></td>
<td>~0.2208</td>
<td>~0.0670</td>
<td>~0.2261</td>
<td>~0.1303</td>
<td>0.0389</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BKG GS  F</td>
<td>0.8861</td>
<td>0.6182</td>
<td>0.7319</td>
<td>0.2891</td>
<td>0.5264</td>
<td>0.6103</td>
<td>0.6789</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9473</td>
<td>0.6901</td>
<td>0.7355</td>
<td>0.4078</td>
<td>0.6137</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BKG IAA</td>
<td>0.6918</td>
<td>~0.2146</td>
<td>0.5439</td>
<td>0.2419</td>
<td>0.3826</td>
<td>0.3291</td>
<td>0.4222</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.8501</td>
<td>~0.2247</td>
<td>0.5640</td>
<td>0.3013</td>
<td>0.6202</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BKG MAO</td>
<td>0.9338</td>
<td>~0.0243</td>
<td>~0.4356</td>
<td>0.0391</td>
<td>0.3737</td>
<td>0.1773</td>
<td>0.2285</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9182</td>
<td>~0.0233</td>
<td>~0.3848</td>
<td>0.1063</td>
<td>0.5263</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BKG OPA</td>
<td>0.9553</td>
<td>~0.0305</td>
<td>~0.5838</td>
<td>~0.7074</td>
<td>0.5047</td>
<td>0.0277</td>
<td>0.0754</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9503</td>
<td>0.0832</td>
<td>~0.6311</td>
<td>~0.6825</td>
<td>0.6572</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BKG USN</td>
<td>0.9546</td>
<td>~0.2769</td>
<td>~0.5805</td>
<td>~0.7059</td>
<td>~0.3158</td>
<td>~0.1849</td>
<td>~0.0249</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9278</td>
<td>0.0039</td>
<td>~0.4490</td>
<td>~0.5252</td>
<td>~0.0821</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GSF IAA</td>
<td>0.8597</td>
<td>0.5391</td>
<td>0.5383</td>
<td>0.1396</td>
<td>0.4398</td>
<td>0.5033</td>
<td>0.5618</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9131</td>
<td>0.5375</td>
<td>0.5779</td>
<td>0.2329</td>
<td>0.5475</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GSF MAO</td>
<td>0.8623</td>
<td>0.6230</td>
<td>~0.7176</td>
<td>0.0242</td>
<td>0.6252</td>
<td>0.2834</td>
<td>0.3394</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9239</td>
<td>0.6336</td>
<td>~0.6057</td>
<td>0.1718</td>
<td>0.5734</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GSF OPA</td>
<td>0.8373</td>
<td>0.9463</td>
<td>~0.9694</td>
<td>~0.9470</td>
<td>0.9290</td>
<td>0.1576</td>
<td>0.3394</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9452</td>
<td>0.9414</td>
<td>~0.9484</td>
<td>~0.9336</td>
<td>0.7672</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GSF USN</td>
<td>0.8316</td>
<td>0.6626</td>
<td>~0.8019</td>
<td>~0.8209</td>
<td>~0.2426</td>
<td>~0.0742</td>
<td>0.0123</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9255</td>
<td>0.6911</td>
<td>~0.6795</td>
<td>~0.7137</td>
<td>~0.1620</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IAA MAO</td>
<td>0.6505</td>
<td>0.4284</td>
<td>0.1595</td>
<td>0.1563</td>
<td>0.4145</td>
<td>0.3618</td>
<td>0.5086</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.8170</td>
<td>0.5258</td>
<td>0.2652</td>
<td>0.2925</td>
<td>0.6425</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IAA OPA</td>
<td>0.5894</td>
<td>0.3490</td>
<td>0.1041</td>
<td>~0.5286</td>
<td>0.4546</td>
<td>0.2337</td>
<td>0.3083</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.7985</td>
<td>0.5379</td>
<td>0.0826</td>
<td>~0.5622</td>
<td>0.6848</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IAA USN</td>
<td>0.5863</td>
<td>0.4369</td>
<td>0.1708</td>
<td>~0.5239</td>
<td>~0.1777</td>
<td>0.0985</td>
<td>0.1396</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.7879</td>
<td>0.4039</td>
<td>0.0351</td>
<td>~0.4554</td>
<td>~0.0732</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAO OPA</td>
<td>0.9584</td>
<td>0.6547</td>
<td>0.2196</td>
<td>0.7408</td>
<td>0.6601</td>
<td>0.6467</td>
<td>0.6122</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9535</td>
<td>0.6377</td>
<td>0.1401</td>
<td>0.6094</td>
<td>0.7115</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAO USN</td>
<td>0.9499</td>
<td>0.3558</td>
<td>~0.0876</td>
<td>0.5303</td>
<td>0.1123</td>
<td>0.3721</td>
<td>0.3409</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9236</td>
<td>0.4239</td>
<td>~0.0393</td>
<td>0.3668</td>
<td>0.0297</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OPA USN</td>
<td>0.9904</td>
<td>0.6570</td>
<td>0.1234</td>
<td>0.7943</td>
<td>0.8014</td>
<td>0.6733</td>
<td>0.6645</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9679</td>
<td>0.6950</td>
<td>0.2910</td>
<td>0.6641</td>
<td>0.7044</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Time Series Analysis and Stability of ICRF2 sources

V. Raposo-Pulido, H. Krásná, T. Nilsson, R. Heinkelmann, H. Schuh

Abstract  We have studied the precision and stability of the positions of the radio sources observed in 3450 VLBI sessions from 1984 to 2011 using VieVS (Vienna VLBI Software). We first estimated time-series of the radio source coordinates. Each time series was then analyzed according to stability and apparent proper motion of the source. The results were compared with the requirements for defining sources as specified by the IERS (Fey et al. 2009). Thus, with this study we aim to produce an updated list of radio sources useful for geodetic and astrometric VLBI as well as to assess the precision of them. Furthermore, we intend to provide an input to the realization of the next ICRF3.

Keywords  radio sources, time series, global solution, software VieVS

1 Introduction

VLBI is the only available technique for the determination of the International Celestial Reference Frame (ICRF), which is materialized by the positions of radio sources, whose coordinates are estimated with a mean precision of 40 μas. ICRF is the practical realization of the current conventional space-fixed reference system, the International Celestial Reference System (ICRS, Arias et al. 1995). The last realization, the ICRF2, consists of 3414 sources. 295 of them were selected as defining sources (Fey et al. 2009). All of them have position errors smaller than 0.1 mas and 97 of them had been defining sources of the previous realization ICRF1 (Ma et al. 1998). 2197 out of 3414 sources were observed only in VLBA Calibrator Survey (VCS) sessions, that are astrometric survey campaigns, which are specifically designed to observe a large number of new radio sources. Our research focuses on the 1217 multi-session sources, which are regularly observed by the standard IVS (International VLBI Service for Geodesy and Astrometry) networks (Schuh and Behrend). In this study we show preliminary results of our potential contribution to ICRF3 by checking the stability of the defining sources and looking for new candidates. Where indicated, we explain the variability of the estimated coordinates and other findings determined in our VLBI solution obtained by VieVS, a geodetic VLBI analysis software (Böhm et al. 2012).

2 Selection of Defining Sources

Following the criteria of the IERS (Fey et al. 2009), based on the VLBI data analysis of the IERS/IVS Working Group on the Second Realization of the International Celestial Reference Frame: ICRF2, a source is rejected as defining source if one of the following conditions apply:

1. Formal error > 1 mas
2. Excessive structure
3. < 20 observations (group delays)
4. < 2-year span of data
5. > 500 μas discrepancy between catalogs
6. Position not adjusted for each session

---

1 Structure index (SI) at X band, when available, is 3 or 4 the source must be rejected
2 Assessed with global VLBI solution
3 Offsets or coordinate differences with respect to ICRF2
4 The source must have shown enough positional stability so as to not qualify as 'arc' source. Assessed with time series of radio sources
7. Large, significant apparent proper motions\(^5\)

In this study we check the last five criteria with our GFZ VieVS VLBI solution using three different analysis methods. The structure index (SI) from The Bordeaux VLBI Image Database (http://vlbi.obs.ubordeaux1.fr/) is taken into account to serve as a reference to identify significant proper motions caused by radio source structure.

3 Input Data

3450 sessions (6266771 group delays) are analyzed between the beginning of 1984 and the end of 2011 with

\[ \chi^2 = \frac{v^T P^{-1} v}{n-m} < 2 \]

where \(v\) denotes the post-fit residuals vector, \(n\) the number of observation and constraint equations, \(m\) the number of unknown parameters and \(P\) the diagonal matrix of formal errors which are the sum of formal errors from the correlator plus an error floor of 1 cm\(^2\) (\(\sigma_i^2 = \sigma_{i,corr}^2 + 1\) cm\(^2\)).

4 A priori models and parameterization

All models were chosen according to the second realization of the ICRF by VLBI: ICRF2. For every single session piecewise linear offsets were estimated for the clocks (60 min + 0.5 ps/s), for zenith wet delays (30 min + 0.7 ps/s) and for troposphere gradients (360 min + 2 mm/day + constraints 1 mm). One offset was estimated for each EOP, for station coordinates, and for radio source coordinates. For the global solution the clock parameters, zenith wet delays, troposphere gradients and EOP were reduced. The antenna positions and velocities, and the source positions were estimated as one offset each.

5 Data Analysis

The data were analyzed with the Vienna VLBI Software, VieVS. In VieVS the least squares adjustment method is used, based on a sequence of estimated constant values defined at integer hours and/or integer fractions of hour of UTC, which are linearly connected by the so-called piecewise linear offsets function. Analysis options for every session were individualized to correct the clock breaks and to remove the large outlying observations. In that way, times of clock breaks were manually specified. Particular baselines, or individual stations or sources were excluded to reach a \(\chi^2 < 2\). With these options, we run VieVS twice: the first run is to get the outliers and the second run to remove them. We consider an observation as outlier, if the absolute value of the residual is larger than five times the root mean square of all residuals. The cut-off elevation angle was set to 0°, however, only a very few observations were below 5°.

5.1 Global solution

At first we processed the global VLBI solution by accumulating normal equations from the set of single sessions. The datum definition of the TRF was realized by applying no-net-translation and no-net-rotation conditions (NNT+NNR) for the most stable stations. The stations, that observed in a few sessions (velocities fixed to a priori values) were reduced, keeping the velocities of the stations with breaks due to antenna repairs, Earthquakes etc, constant and applying velocity ties between stations that are close to each other. Two different datums were applied to the source coordinates (see Tab. 1). In both cases radio sources with less than three observations were fixed and sources with less than eleven observations were reduced. Fixing a radio source means, that the coordinates are not estimated and the a priori values are used for the analysis, while reducing a radio source denotes that still estimated by equation but the parameters are not explicitly given. Special handling sources, i.e. radio sources with large structure and time dependency, were also reduced. For the datum, defining sources from ICRF2 were used but the global solution 2 only considers defining sources with more than ten observations. In our solution, characteristics of the sources and the repeatability of the observations are taken into account. However, the geometrical distribution is not considered. 16 defining sources had less than eleven observations, which were not included in the datum of the global solution 2 and they were reduced or fixed according to the number of observations (see Tab. 1). Eight additional defining sources were not found in any session: 0522-611, 1143-696, 1420-679, 1633-810, 1725-795, 1925-610, 2250+190, 2344-514, most of them with declinations smaller than -50°. The small number of observations is due to the lack of antennas in the southern hemi-
Two different kinds of sources were analyzed separately: defining sources and candidate sources. Offsets from a priori values of defining sources were compared with the number of sessions and the declination. About 65% of both offsets (δcosδ and δδ) are smaller than 100 μas. We notice that very few sources are frequently observed (see Tab. 2), and most of them have positive declinations. Most of these sources have good visibility, however, very few sources have high-flux density. Only for negative declinations the offsets show larger scatter. The reason is that these defining sources are selected for geometrical reasons to configure the ICRF2 datum. That is not the case for candidates sources. In Table 2, a mean value for each of the six groups is estimated. Nine sources have at least one of the offsets larger than 0.5 mas: five with less than twenty observations or/and an observing period less than two years and four with less than twenty sessions or/and SI close to 3. 3. We did the same comparison for candidate sources (see Tab. 2). 67 sources with less than 500 sessions have offsets larger than 500 μas: 49 with less than twenty observations or/and an observing period less than two years and the rest with a high SI (larger than 3 valid for 55% of these sources). In total 182 radio sources have problems with the number of observations, year span of data or discrepancy between catalogs, about 97% of them were observed in less than twenty sessions. On the other hand, eleven ICRF2 radio sources observed in less than three sessions have offsets smaller than 100 μas with declinations bigger than 15°: 0741+214, 119+183, 1420+326, 0119+247, 0602+405, 1317+520, 1335+552, 1526+670, 1756+237, 2159+505, 2340+233. These sources have an insufficient number of observations for reliable designation as defining sources. As a consequence they have formal errors between 100 to 400 μas. However, future observations could reveal a stationary character. The radio source 1420+326 has a SI of 1 for X-band and S-band, but for most of the other sources, i.e. eight out of eleven, SI were not found.

### 5.2 Time Series

For this approach 24h single session solutions were computed. A total of 822 radio sources were included. The datum definition was realized by applying NNT+NNR w.r.t. VTRF2008 (Böckmann et al. 2010) and NNR w.r.t. ICRF2 for defining sources, fixing sources with less than six observations. The time series are provided with the offset estimates in right ascension and declination for every source and every session. However, some sources have a limited number of offsets, what makes it impossible to analyze their time series. With the plots we studied the stability and repeatability of the most observed radio sources (> 1000 sessions), by checking the variation of the coordinates with time. An additional criterium was introduced to remove the outliers which were not manually discarded. Radio sources with a long time series are included in sessions which are not optimally solved for them. As a preliminary approach, sessions, where at least two radio sources with more than 1000 sessions have significant offsets, were removed (116 sessions). A total of 32 sources were observed in more than 1000 sessions: 21 defining sources, three candidate sources and eight so called special handling sources. These three kinds of sources were separately analyzed, estimating the number of sessions, where each of them have offsets smaller than 1 mas and 0.5 mas to check the stability and variations of their positions (see Tab. 3). The unexpected result is that
Table 3 Sessions with offsets smaller than 0.5 mas and 1 mas for defining, candidate, and special handling sources

<table>
<thead>
<tr>
<th>Sources</th>
<th>Sessions with offsets</th>
<th>Sessions with offsets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>&lt; 0.5 mas</td>
<td>&lt; 1 mas</td>
</tr>
<tr>
<td>Defining</td>
<td>~ 64%</td>
<td>~ 81%</td>
</tr>
<tr>
<td>Candidate</td>
<td>~ 55%</td>
<td>~ 80%</td>
</tr>
<tr>
<td>Special handling</td>
<td>~ 46%</td>
<td>~ 82%</td>
</tr>
</tbody>
</table>

For the yearly global solutions we divided the whole time period (1984-2011) into one year long segments. For every segment we used the same configuration as for the global solution 2 (the datum with the smallest formal errors) but including the special handling sources. We estimated the yearly global solutions, by computing the time series of the CRF. 484 sources were included in this analysis, all of them with more than one year of observation. Allan standard deviation analysis (Allan, 1966) was applied to assess the apparent proper motion of the most observed radio sources (> 1000 sessions): $\sigma_A(\tau) = \sqrt{\frac{1}{2N} \sum_{i=1}^{N-1} (x_{i+1} - x_i)^2}$ where $x_i$ are the offsets, $N$ is the number of yearly bins between 1 and 28 and $\tau$ is the sampling time. The criterion adapted is the partial stability criterion (Feissel-Vernier, 2003) such as the values range from 1 ($\sigma_A(\tau) \leq 0.1$ mas), 2 (0.1 mas $\leq \sigma_A(\tau) \leq 0.2$ mas), 3 (0.2 mas $\leq \sigma_A(\tau) \leq 0.3$ mas), with a rejection value of 10 for $\sigma_A(\tau) \geq 0.3$ mas. These partial indices clarify whether the source is stable, unstable or drifting. When we have a time series of yearly global solutions, apparent proper motions can be studied. The Allan standard deviation for sampling times is a statistical measure that takes into account the statistical scatter of coordinates. For a given length of the available time series, one could consider Allan standard deviation for sampling times longer than one year, but this estimation is expected to be more robust than for longer time spans. This is described by Feissel-Vernier (2003). In comparison to the criteria of Table 3, this analysis was made for 28 years of observations and it was applied for three different kinds of sources. The special handling sources got a partial index of 2, candidates a rejection value of 10 and defining sources between 1 and 2. 30 out of 32 radio sources were observed before 1993, when they show differences of the offsets up to 500 $\mu$as. When we consider these years in our study, the defining sources have an index of 2 or 1. It is due to the deficiency of the VLBI networks and small quantity of sources with good visibility in that years (see Tab. 5). Special handling sources show an index of 2 and candidates minimally of 3. The candidate 0119+041 (see Fig. 5.3) shows an anomalous behavior in the year 2010 (offsets $\sim 4$ mas) although the source was observed 91 times in this year. More observations should be scheduled in order to clarify if this source has to be considered as a special handling source for ICRF3.

Table 4 Structure indices (SI) (first value) and total VLBI fluxes [Jy] (second value) for defining, candidate, and special handling sources. Values taken from The Bordeaux VLBI Image Database

<table>
<thead>
<tr>
<th>Sources</th>
<th>X-band</th>
<th>S-band</th>
</tr>
</thead>
<tbody>
<tr>
<td>Defining</td>
<td>[1,3] / ~ 2.14</td>
<td>[1,2] / ~ 1.54</td>
</tr>
<tr>
<td>Candidate</td>
<td>[2,3] / ~ 1.50</td>
<td>[1,3] / ~ 1.82</td>
</tr>
<tr>
<td>Special handling</td>
<td>[2,4] / ~ 2.66</td>
<td>[1,2] / ~ 2.39</td>
</tr>
</tbody>
</table>

special handling sources have the largest percentage of sessions with offsets smaller than 1 mas. Special handling sources exhibit significant non-linear positional variations due to the extended structure. For different epochs we can see the source either as point-like or with extended structure. At the epochs, when the source appears point-like, the offsets can be as small as those for defining sources. The source 1611+343 (Fig. 5.2) is an example, where for eight years (1996-2003) the source structure is very good. The bottom plot of Figure 1 shows the differences of the formal errors from the mean formal error (about 0.2 mas for δcosδ and about 0.3 mas for δδ). The SI for these three kind of sources is between 1 and 4 and no bias is found (see Tab. 4). However, for all the sources the flux is in the order of several Jy. Hence, these sources were observed often because of their high-flux density and good visibility.

5.3 Yearly Global Solutions
Table 5 Allan standard deviations for defining, candidate, and special handling sources. The first value considers the period 1984-2011 and the second 1993-2011

<table>
<thead>
<tr>
<th>Sources</th>
<th>AlSd [mas] (d(\alpha))</th>
<th>AlSd [mas] (d(\delta))</th>
<th>Years</th>
</tr>
</thead>
<tbody>
<tr>
<td>Defining</td>
<td>0.09 / 0.07</td>
<td>0.11 / 0.08</td>
<td>&gt; 18</td>
</tr>
<tr>
<td>Candidate</td>
<td>0.46 / 0.47</td>
<td>0.33 / 0.23</td>
<td>&gt; 22</td>
</tr>
<tr>
<td>Special handling</td>
<td>0.11 / 0.09</td>
<td>0.12 / 0.11</td>
<td>&gt; 22</td>
</tr>
</tbody>
</table>

Fig. 2 Yearly global solutions for the source 0119+041

6 Conclusions

The ICRF2 defining sources are not necessarily a better configuration than a different individual datum. In our solution, where some defining sources have very few observations, we conclude that the quality of the datum is more dependent on the number of observations than the geometry. Most of the radio sources that do not satisfy the IERS criteria have a small number of observations. We could not find a clear reason for the negative results (offsets larger than 0.5 mas in global solution 2) of the defining source 1504+377. The time series show that this source was not observed during nine years (1995-2003), which worsens the results due to the lack of continuous observation. Including this source in future sessions or studying deeply the source structure would help to clarify it. In total ten non-defining sources have offsets smaller than 100 \(\mu\)as in less than three sessions. SI is only reported for two of them, so it would be very helpful to complete the source SI data base and to schedule more sessions including these sources in order to enable the analysis of their stabilities.
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Correlation between source structure evolution and VLBI position instabilities

R. Bouffet, P. Charlot, S. Lambert

Abstract Astrometric positions of extragalactic radio sources derived from VLBI data are used to build highly-accurate reference frames such as the International Celestial Reference Frame. Despite their distant locations, instabilities in the position of these sources are often seen on time scales of months to years, which is generally thought to be caused by source structure evolution. In this paper, we compare position instabilities and structural evolution for a sample of 68 sources observed over a 10-year period (1994–2003). Our results indicate that the two phenomena are linked at some level although the correlation is not perfect.
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1 Introduction

The current IAU fundamental celestial reference frame, namely the ICRF2 (second realization of the International Celestial Reference Frame), which has been in use since January 1, 2010, includes positions for a total of 3414 extragalactic radio sources distributed over the entire sky. Such positions were determined from VLBI data acquired at 8.4 and 2.3 GHz over 30 years (1979–2009). The ICRF2 has a floor of 40 microarcseconds (µas) in the individual source coordinate accuracies and an axis stability of 10 µas (IERS, 2009). Joint observational efforts of the VLBI community aiming at a denser and even more accurate celestial frame continue in order to further improve the quality of the frame.

One limitation in improving the accuracy of the individual VLBI source positions originates in actual astrometric instabilities which are found in these positions. Due to their location at cosmological distances, no proper motion are expected for these sources and their astrometric positions should thus be stable with time. While this is indeed the case on the long term, it is not true for shorter time scales (months to years) where instabilities at the level of several hundreds of microarcseconds are commonly detected (IERS, 2009). Such instabilities are usually attributed to varying source structure which is often spatially-extended at the level of the VLBI resolution (Fey et al., 2009). Structural variations are generally due to ejection of material from the central VLBI core in a recurrent although unpredictable manner causing shifts in the brightness centroid of the radio emission and hence potential VLBI astrometric instabilities.

In this paper we compare source position instabilities and structural variations based on astrometric and imaging VLBI data covering a period of 10 years (1994–2003). The datasets are presented in Sect. 2 while Sect. 3 describes the analysis scheme. Section 3 reports our findings and discusses the correlation level between the two phenomena. In the last section, we draw prospects for further work in this area.

2 Observations

The data used to derive astrometric positions were acquired during numerous VLBI sessions conducted by the International VLBI Service for geodesy and astrometry (IVS) over the past 30 years (Behrend, 2013). A large number of observations is available for many sources which permits monitoring of their astrometric positions on time scales of days to weeks. Analysis was carried out in a similar way as that described in Gontier et al. (2006). For our study we averaged the individual
session-based positions over monthly intervals in order to have a sampling similar to that of the imaging data. Structural variations were taken from the analysis of VLBI jet kinematics reported in Piner et al. (2012). This analysis has made use of 2753 images at 8.4 GHz obtained from 50 Research & Development VLBI sessions organized by the IVS and the Very Long Baseline Array between 1994 and 2003. Six such sessions are carried out every year with a sampling of approximately two months. The network includes 15–20 stations, yielding high-quality VLBI images. 68 sources observed at 20 epochs or more (with a median of 43 epochs per source) are included in the present study.

3 Analysis

For our study, we used a simplified representation of the source structures in the form of a limited number of Gaussian components obtained through model-fitting (as available in Piner et al. 2012). Such a representation was preferred because it identifies the VLBI core of each source from epoch to epoch and aligns automatically the brightness distributions over time, assuming that the core position is stable. This alignment is crucial since the absolute map position is lost during the imaging process due to self-calibration.

Processing further the source structural information, we calculated the centroid of the brightness distribution (i.e. the centroid of the Gaussian components) at every epoch, allowing us to assess the relative motion of the brightness centroid with time. This calculation was carried out for 68 sources observed at 20 epochs or more for which model-fits are available in Piner et al. (2012). The result is a time series of centroid positions which may be compared with the monthly-averaged VLBI astrometric positions. This comparison assumes that the source motion as seen from the astrometric data is well matched with the motion of the centroid of the brightness distribution detected from VLBI imaging.

4 Results and discussion

An example of the comparisons that we carried out using the scheme explained in the previous section is presented in Fig. 1. The upper panels show the evolution in right ascension and declination of the astrometric position of the source 1308+326 over 1996–2003, while the lower panels show the motion of its brightness centroid over the same period of time. Uncertainties in the astrometric positions were derived as weighted averages (over monthly intervals) of the individual session-based uncertainties. Declination has higher uncertainties due to the predominantly East-West baselines of current VLBI networks. No error bars are given for the centroid positions because model-fitting does not provide a mean to estimate reliable uncertainties for the Gaussian components representing the structure.

Examination of the plots in Fig. 1 indicates similar trends in the evolution of the astrometric and brightness centroid positions. This is also confirmed when...
calculating correlation coefficients between the two series, which are 0.30 in right ascension and 0.63 in declination. Applying the same calculation to all sources, an overall positive correlation is found (median value of 0.22 in right ascension and 0.19 in declination) as shown in Fig. 2. This indicates that structural variations and astrometric instabilities are linked at some level.

Looking at Fig. 2, one also notes that a fraction of the sources show a negative correlation. At this stage, it is not understood however whether this negative trend is real or whether it results from the lack of significance of some of the correlation coefficients. For example, the correlation coefficients may be questionable when there is no notable evolution in both the astrometric and brightness centroid positions. Further studies are thus necessary to assess the significance of the correlation coefficients. Ultimately, every source may have to be examined separately to understand any discrepancy that may happen between the two series of positions.

For a full analysis, the S band (2.3 GHz) structures should be considered too since the astrometric positions are derived from a combination of the data at the two frequencies whereas only the X band (8.4 GHz) structures have been considered in the above comparisons. The S band data have a lower weight though and are thus less likely to affect strongly the positions.

5 Conclusion

A comparison between the evolution of astrometric positions and variations of source structure (characterized as the motion of the centroid of the brightness distribution) has been carried out for a sample of 68 sources observed over a period of 10 years between 1994 and 2003. This comparison reveals similar trends in the astrometric and structural time series of positions for some sources showing significant motions like 1308+326. On the other hand, the correlation for sources with smaller motions is more difficult to assess. Overall, a positive correlation is found between the two time series, which favors an explanation of VLBI positions instabilities in terms of structural variations.

In the future, we plan to refine this comparison by examining carefully each individual source in the sample. In some cases, the comparison may not be reliable because position errors are too large and the motions are not significant while in others different trends are seen, which needs to be understood. Possible explanations include misidentification of the core components over the epochs (thereby affecting the alignment of successive images and the brightness centroid relative locations) and effects of the S band data which are implicitly included in the astrometric positions.
whereas these have not been considered in our structural study (due to their lower weight and a priori smaller impact).

In the longer term, enlarging the source sample and expanding the time span covered by the astrometric and imaging data until to recent years would be desirable.
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A case study of source structure influence on geodetic parameter estimation

N. Zubko, E. Rastorgueva-Foi

Abstract In VLBI analysis, the Earth Orientation parameters and other geodetic parameters can be estimated when the positions of the observed radio sources are fixed to certain values. Normally, the coordinates of the observed sources are taken from the International Celestial Reference Frame Catalog. It is known that the spatial structure in source is time variable that influence VLBI observations and, therefore, it also affects the estimated geodetic parameters. Here, we investigate this influence. Since, the source flux and structure are highly time dependent, it is necessary to evaluate the effect of such variation on calculated geodetic parameters, for example EOP. The principal goal of our study is a critical assessment if it is possible to reveal the influence of certain source on analyzed parameters and estimate how it affects their accuracy.
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1 Introduction

The accuracy of GeoVLBI technique depends on various circumstances, one of them is the definition of Celestial Reference Frame (CRF). Extragalactic radio sources, which are observed with GeoVLBI, are used as reference points in space and they define the ICRF. The catalog of ICRF sources extended over time and the current catalog ICRF2 contains 3414 extragalactic radio sources, however, only 295 of them are the so-called defining sources, i.e. they have good consistency with positional stability and source structure performances Fey et al. (2009). Despite the relative stability of ICRF, the spatially extended source structures introduce errors to the GeoVLBI measurements.

Numerous studies on structure and behavior of extragalactic radio sources were carried out with the view of creation of new CRF. Radio-source structure effects were studied by Coates et al. (1975), Charlot (1990), Johnston et al. (1995) among others. As it was shown by Fey and Charlot (1997) and Fey and Charlot (2000) these effects contribute to the time delay, measured with VLBI in the range from picoseconds in the case of the most compact sources up to several nanoseconds for the most extended sources. They can significantly affect the parameter estimation in the GeoVLBI data analysis. It was shown for example in MacMillan et al. (2007), Titov (2007), and Tornatore (2007).

MacMillan et al. (2007) have studied radio source instability in VLBI analysis and showed that the sources with unstable positions are needed to be modeled with taking into account movements of sources. Ignoring the radio source variations leads to significant effect on Earth Orientation Parameters, while TRF coordinates are less sensitive to source variations.

Tornatore (2007) considered the magnitude of radio source structure effects for baselines of the European geodetic VLBI network. It was shown that in the Europe network, with baselines considerably shorter than in intercontinental networks, the sources with slightly extended structure do not affect noticeably the estimated VLBI station locations. However, in case of intercontinental networks, these sources can impair the estimated parameters.

The influence of source structure on geodetic and astrometric solutions was also studied in Titov (2007), where it was shown that the excluding of sources with extended structure can improve the accuracy of the estimated parameters. However, the deficiency of source number in observation also affects the parameter esti-
mation; it is especially noticeable in the southern hemisphere, where the number of defining sources is critically small. Thus, the problem of influence of the extended structure sources on GeoVLBI solution cannot be resolved by exclusion of such sources from observations.

To evaluate effect of source flux and structure variations on estimated geodetic parameters, we selected several sources from ICRF2. In this paper we present some results based on study of source 0133+476. This source is included to the list of defining sources ICRF2 and it is regularly observed in Geodetic VLBI sessions. Since the flux and structure of the source 0133+476 is quite variable, we assumed that it is possible to reveal some effects on estimated geodetic parameters caused by this source.

2 Analysis

For our analysis we selected the geodetic VLBI sessions of years 2000-2011, where the observations of source 0133+476 were included to the schedules. The analysis of these data was performed with VieVS software Böhm et al. (2012), where polar motion, nutation and other parameters were estimated. In VieVS software most of the parameters are estimated as continuous piece-wise linear offsets. After the analysis some sessions were rejected due to high standard deviations, thus about 1000 analyzed sessions left at the end. The analysis was done in two steps. First set of estimations was obtained with usual processing of data, named set1, and second set was obtained when observations of source 0133+476 were excluded, named set2.

3 Results and discussions

To reveal the effect of the exclusion of source 0133+476 from the sessions, the difference of estimated parameters from two sets was calculated. For example, for each session we have estimated a parameter \( x \), one value of the parameter \( x_1 \) is taken from set1 and another, \( x_2 \) from set2. It is expected that the difference between these two values \( x_2 - x_1 \) may clarify an effect of the source on estimated parameter.

Fig. 1 shows difference in the estimated parameters of polar motion \( xpol_2 - xpol_1 \) (left) and \( ypol_2 - ypol_1 \) (right). In order to smooth the time series and to discriminate possible trend we added a moving average to the plots (solid curve), where smoothing period is 25 data points. As one can see the curves of moving average reveal some features, especially they well seen for the Y polar motion coordinate obtained in 2004.5, 2010 and 2011. To find a possible correlation between these features and source structure changes, the sources jet flux was modeled (see Rastorgueva et al. (2013)). On Fig. 1 flux ratio of inner jet 1 (0.5 mas from the core) to the core is shown (dashed curve). Significant increase of the relative jet flux was observed at 2001, 2004, 2010 and 2011. As one can see in Figure 1 (right), the positions of jet flux peaks coincides with the features reviled for moving average curve. The position correspondence of flux peaks with features of moving average suggest that the estimated parameter \( ypol_1 \) is influenced by the structure changes of source 0133+476, and the effect can be revealed from analysis of differential value of the parameter \( ypol_2 - ypol_1 \). Thus, the features observed for estimated y coordinate offset of polar motion represent the effect of changes in source structure on the estimated parameter.
It was also checked whether the effect of the source structure changes is observed for other parameters. Figure 2 shows difference of estimated parameters for nutation, $\text{nutdx}_2 - \text{nutdx}_1$ (left) and $\text{nutdy}_2 - \text{nutdy}_1$ (right). Here, the moving average trends features in 2010-2011 is also clearly visible for both $\text{nutdx}_2 - \text{nutdx}_1$ and $\text{nutdy}_2 - \text{nutdy}_1$ values, when the jet flux is had a significant growth.

4 Conclusions

We found unambiguous effect of variations in spatial structure of radio source on the estimated parameters from GeoVLBI sessions. We are going to apply the same technique for analysis of other defining sources. Further research will be useful for understanding of source structure effect on the geodetic VLBI data and estimated parameters.
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A Potential Use of AGN Single-Dish Monitoring for Optimization of Geo-VLBI Scheduling

E. Rastorgueva-Foi, V. Ramakrishnan, N. Zubko

Abstract  Source structure is an important characteristic of extragalactic radio sources that are used to keep the celestial reference frame (ICRF2 defining sources). Their structure is variable with time, and its changes are connected to the total flux variations. Observations of total flux variations with a single radio telescope is much cheaper time- and laborwise than VLBI imaging. We consider a possibility to use single dish AGN monitoring results as precursor of approaching activity in ICRF2 defining sources that are prone to be unstable in the active state. This information could be used for scheduling of geo-VLBI sessions, when active sources could be temporarily replaced by the currently stable ones.
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1 Introduction

The second realization of the International Celestial Reference Frame (ICRF2) is defined by accurate positions of 295 bright active galactic nuclei (AGN) that are distributed nearly evenly over the sky (Fey et al., 2009). Extended structure of many ICRF sources introduce additional delays of up to several hundreds ps (Charlot, 1990; Fey & Charlot, 1997, 2000) that limits the accuracy of ICRF axis stability and coordinate determination (e.g., Charlot, 2008). Fey & Charlot (1997) introduced a quantitative measure of the correction needed to compensate for these structure-induces delays: a structure index that runs from 0 (small corrections – compact source) to 4 (large corrections – extended source). One of the selection criteria for the sample of defining sources for ICRF2 was a limit on maximum average continuous structure index of 3.0 (Fey et al., 2009), that ensured relative compactness of ICRF2 defining sources. This threshold was calculated based on images obtained at S (2 GHz) and X (8 GHz) bands during 1994–2007, with number of observational epochs ranging from 1 to ≈30 (e.g., Charlot, 2008). The resulting noise floor of ICRF2 is 0.04 mas with individual measurements errors up to ≈0.2 mas, and axis stability is 0.01 mas (Fey et al., 2009).

However, there are two aspects of the AGN physics that should not be neglected: nuclear opacity and connection of the structure changes to the total flux variability. AGN are compact bright cores of massive galaxies, where disc accretion on a central black hole causes a formation of two collimated conical relativistic jets of magnetized plasma, that propagate perpendicularly to the plane of an accretion disc. Jets emit synchrotron radiation in wavebands from radio to far infrared. The compact extragalactic radio sources that are observed at VLBI scale and associated with AGN are in fact optically thick (where synchrotron self-absorption optical depth \( \tau = 1 \) at a given frequency) unresolved inner regions of the jet at a distance of \( r_{\text{core}} \approx 10^{4}R_{g} \approx 1 \text{pc} \) \( (R_{g} = GM_{\text{BH}}/c^{2}) \) is gravitational radius of a central black hole) from the center (Blandford & Königl, 1978; Königl, 1981; Lobanov, 1998). Thus, the observed position of a defining source, measured via VLBI observations, is actually a position of such a VLBI “core” that may change with frequency and time. The location of \( \tau = 1 \)-surface changes with frequency as \( r_{\text{core}} \propto \nu^{-1/k_{r}} \), with \( k_{r} = 1 \) for a conical jet with the particle and magnetic field energy density equipartition and with domination of synchrotron self-absorption (Blandford & Königl, 1978; Königl, 1981; Lobanov, 1998). Thus, the core shifts upstream at higher frequencies and downstream at lower fre-
Investigated connection between emergence of new jet components in the VLBI images of the blazar jets at 22 and 43 GHz and total flux flares occurring at 22 and 37 GHz (Metsähovi Radio Observatory AGN monitoring). They argue that it is likely that every nuclear flare in a blazar leads to a formation of a shock wave, that is triggered at the moment of an onset of a flare (local minimum before the peak of the total flux light curve). However, in some cases these shock wave has faded out before they reach as far in the jet as to becomes visible at VLBI images. In this case, model-fitting of a source structure and direct inspection of closure phases and their residuals help to reveal the presence of a new component. In other cases, a newly born component becomes resolved approximately at the moment of time when the total flux flare reaches its maximum. Since resolution of geodetic VLBI network at 8 GHz is approximately 0.6 mas, a displacement of the core within this radius may lead to an error of the position estimation since formal errors of coordinates are ≤ 0.2 mas. The magnitude of an effect of the resolved source structure on geodetic VLBI performance is comparable to the noise introduced by the imperfection of ionospheric corrections.

During the flare, flux density of a source may increase by the order of magnitude within the time period of several months. Hovatta et al. (2008) reports that for a sample of 55 blazars the duration of flares (from minimum to minimum of a light curve) in radio varies from four month to 13 years, with median value of 2.5 years. Kudryavtseva et al. (2011) determines an activity cycle of AGN as a time period from one nuclear flare to the other. Nuclear flares are characterized, in particular, by frequency-dependent time delays between maxima of the flare at different frequencies. This effect is being attributed to increase in nuclear opacity during the flare. Shabala et al. (2012) argues that such flares cause a substantial degradation of the quality of geodetic data.

Thus, a total-flux flare of an ICRF2 defining source in mm-cm domain is an indicator of intrinsic processes that lead to a substantial reduction of the geodetic data quality. AGN tend to have long recurrent activity cycles (Kudryavtseva et al., 2011; Hovatta et al., 2008), thus, at any given moment of time some fraction of the ICRF2 defining sources are flaring, hence, displaying two effects discussed above, nuclear opacity and ejection of a new jet component. Study of 22 and 37 GHz AGN total flux light curves from Metsähovi Radio Telescope shows that behavior of sources differ: some stay most of their time in the quiescent state and some are almost constantly flaring. Such trend is preserved over long time periods. Thus, knowing individual behavioral patterns of each source, and being supplied
with the observational data from other bands, including other radio frequencies, one can make an educated guess about upcoming phenomena in the source, like approaching flare and ejection of a new jet component. We propose to use multifrequency single dish monitoring data and IVS correlated flux at 2 and 8 GHz data in order to make conclusions about starting flares in the ICRF2 defining sources, and reporting them to IVS schedulers. Sources in the active state may be excluded from the schedule for the entire active part of the cycle, and added back later, when the flux decreases and new jet component fades away.

In this paper we describe approach to the analysis of the behavior of individual sources and apply it to the four example sources from ICRF2 defining database: 0133+476, 0552+398, 3C446, 1156+295. We plan to express the found behavior patterns in terms of border conditions for the source flux levels that will be given as parameters to the prototype of the automatic Alert System analysis tool that is currently tested at the Metsähovi AGN monitoring database Rastorgueva-Foi et al. (in prep.).

2 Data and their reduction

In this paper, we consider the following data:

- singe-dish Metsähovi radio telescope AGN monitoring 37 GHz (details of sample selection and data reduction are described in Teräsranta et al., 2005, and references therein). Metsähovi monitoring list contains 58 out of 295 ICRF2 defining sources, we used time series from 2000 to 2013;
- IVS geo-VLBI correlated flux from cumulative source performance time series (the data is publicly available online\(^1\)), we used time series from 2001 to 2013;
- MOJAVE program (Lister et al., 2009,b) VLBA monitoring of AGN at 15 GHz (the data is publicly available online\(^2\)). We performed model-fitting of a-priori calibrated data for sources 0133+476 and 0552+398 for the the time period 2000–2013, and for source 1156+295 for the period 2006–2013 in Difmap package using multiple circular components with Gaussian flux density distribution (Taylor, 1997) in addition to the kinematic data from Lister et al. (2009b) for the source 0552+398 for the period of 1997-2006.
- Boston University (BU) 43 GHz VLBI monitoring data for the source 1156+295 (the data is publicly available online\(^3\)).

We used z-transformed Discrete Correlation Function (ZDCF method, Alexander, 1997) to find correlations between light curves at different frequencies and estimate time lags between the flares.

We have to note that the jet structure of 0133+476 was very fine and did not allow to detect clear kinematics for the whole time period (Lister et al., 2009b), thus, we considered groups of components that characterize brightness of larger portions of the jet instead of individual components. The fluxes in each group were summed. We identified four areas in the jet of the source 0133+476: core, inner jet 1 (0.5 mas from the core), inner jet 2 (1 mas from the core) and “blob”, a stationary feature at the distance of 3 mas from the core (see Fig. 1).

3 Results and discussion

We use MOJAVE 15 GHz VLBA data to trace structural changes of sources 0133+476 and 0552+398. The resolution of these maps is \(\approx 0.5\) mas, which is close to the resolution of geo-VLBI images (\(\approx 0.6\) mas). However, due to the core opacity, radiation at 15 GHz comes from the deeper layers of the jet than 8 GHz, so that flux variations seen at 15 GHz may preceding those at 8 GHz. We compared jet structure at 15 and 8 GHz for several epochs, and component positions in both of them coincided within the component size. Whereas resolution of 1156+295 BU 43 GHz VLBA maps is three times better than that of 8 Ghz, and the jet is somewhat shorter due to the optically thin emission mechanism, we compared the jet structure and kinematics between 43 and 15 Ghz, and found that jet components’ positions coincide within errors. Optically thin jet emission deterioration played role only at the far end of the jet at the distance of \(\geq 3\) mas from the core, that is too far away from the core to have significant influence on the phase delay (Charlot, 1990).

3.1 Inner jet VLBI components

Charlot (1990) stated that a bright jet component near the core creates a significant residual phase delay if its flux is \(\geq 10\%\) of the peak core flux and its distance from the core is between 0.5 and 1.5 of the maximum

\(^1\) http://lupus.gsfc.nasa.gov/cess sesshtml/cumulative/source-perf-cumulative.html

\(^2\) http://www.physics.purdue.edu/astro/MOJAVE/

\(^3\) http://www.bu.edu/blazars/VLBAproject.html
projected interferometer fringe spacing along the jet axis. Thus, the jet components that affect geo-VLBI observations at 8 GHz are located within first two mas from the core. Time variations of the jet component fluxes relative to the core flux for two ICRF2 defining sources are presented on Fig. 1. For 0133+476, subsequent changes of integrate flux of isolated jet sections (see Sect. 2) reveal a propagation of a bright component along the jet during the active state. However, not every flare corresponds to such an event. Fig. 1 shows also that whereas relative flux of the inner jet of unstable source 0133+476 varies violently and stays most of the time below 20% of the core flux, the relative flux of an inner jet of a stable source 0552+398 stays above 20% most of the time between 2000 and 2012. 0552+398 is essentially a double source: the inner jet component is a stationary feature with a constant flux of \( \approx 0.8 \) Jy at a constant distance of \( \approx 0.6 \) mas from the core. Variations of the inner jet-core flux ratio were compared to the total flux light curves at 8 and 37 GHz (Fig. 2). The comparison shows that 0133+476 inner jet “peaks” together with the total flux at 8 and 37 GHz (2004.5, 2009.5), whereas in 0552+398 inner jet brightens when the total flux at 8 GHz fades, and there is no connection to the almost featureless 37 GHz light curve. This effect is due to the fact that the bulk of the total flux emission in 0552+398 comes from the VLBI core, and the jet component flux does not vary with time. These two examples show that each source has different behavioral pattern, and approach to setting the border conditions for the Alert system must be individualized.
<table>
<thead>
<tr>
<th>Source</th>
<th>37 GHz vs 8 GHz</th>
<th>Band lags:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Days</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ghz</td>
</tr>
<tr>
<td>0133+476</td>
<td>6 ± 15</td>
<td>8</td>
</tr>
<tr>
<td>0552+398</td>
<td>249 ± 56</td>
<td>8</td>
</tr>
<tr>
<td>3C446</td>
<td>281 ± 30</td>
<td>8</td>
</tr>
<tr>
<td>1156+295</td>
<td>44 ± 20</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 1: Time lags between light curves at 37 and 8 GHz (X band) for four ICRF2 defining sources, calculated using ZDCF technique for the time period 2000-2012. In all cases X band lags 37 GHz, meaning that flares at 37 GHz tend to start earlier than at the X band.

3.2 Total flux variability

In order to investigate a possibility to use 37 Ghz total flux light curve as a universal indicator of a source’s activity, we calculated time lags between 8 and 37 GHz light curves for the time period of 2000-2012. They are summarized in a Table 1. For the source 0133+476 we also applied ZDCF to the inner jet relative flux and the total flux variations, however, the results were insignificant. One of the reasons might be different time sampling. We conclude that the connection between the inner jet flux and total flux should be considered for each flare individually. Table 1 show that flares at 37 GHz come generally earlier than those at 8 GHz, thus, 37 GHz total flux variations can be used as an precursor of source activity. It provides a good leeway for the schedulers/observers to react to the approaching activity at X band.
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Searching for an Optimal Strategy to Intensify Observations of the Southern ICRF sources in the framework of the regular IVS observing programs

Z. Malkin, J. Sun, J. Böhm, S. Böhm, H. Krásná

Abstract The quality of the VLBI-derived ICRF in the southern hemisphere is much worse than in the northern hemisphere. The main reason is that only about 3% of the observations have been made of the sources at declinations below -30 deg due to the relatively small number of VLBI stations located in the southern countries. In this paper, we investigated a possibility to increase the number of observations of the existing and prospective southern ICRF radio sources by inclusion of more such sources in the regular IVS sessions like R1 and R4. We tested the influence of adding supplementary southern sources to the IVS R1541 (12JUL09XA) session on EOP and baseline length repeatability with Monte Carlo simulations. We found that adding more observations of southern sources to the standard schedule causes a slight degradation of some geodetic products and a slight improvement of others, depending on the number of added southern sources. Similar results were obtained for the IVS R1591 (13JUN24XA) session. Generally, it has been shown that it is possible to increase the number of observations of southern sources without loss of the overall accuracy of geodetic products. So, the task is to find an optimal trade-off between the maximum increasing of the number of observations of southern sources and the degradation of geodetic results.

Keywords VLBI, IVS, ICRF, scheduling

1 Introduction

The quality of the ICRF in the southern hemisphere is much worse than in the northern hemisphere. The main reason is that the number of southern VLBI stations participating in the astrometric observing programs is much smaller than that in the northern hemisphere. As a consequence, the number of observations of the southern sources is very small. Only about 3% of the observations have been made of the sources at declinations below -30 deg (see Fig. 1). The situation improves with time, but very slowly despite new southern stations and new CRF-dedicated observing programs (see Fig. 2). The relative number of observations of most southern sources does not improve with time at all.

Deficiency of observations of southern sources leads to the following well recognized consequences:

- the number of the southern ICRF sources is much smaller than the northern;
- the number of the southern ICRF sources with reliable position and stability estimate, herein reliable core/defining sources, is much smaller than the northern;
- the position accuracy of the southern sources is generally worse than the northern.

Special CRF programs for the southern hemisphere are rare, and are often conducted on poor networks of 2-3 stations, which can deteriorate the source position accuracy because of the source structure effect. Two possible ways were proposed by (Malkin et al., 2012) to increase the number of observations of poorly observed and new prospective ICRF sources on the southern sky: inclusion of more such sources in the regular IVS sessions like R1 and R4, and implementing new scheduling strategies not requiring sky coverage for the stations. In this paper, we investigate possible strategies to force an improvement in the ICRF sources observation distribution over the sky by:
• including prospective ICRF sources in the regular IVS observing programs, such as R1 and R4;
• finding a trade-off between a slight degradation of the EOP precision and the long-term ICRF improvement.

We made use of the VieVS scheduling and simulation tools (Böhmm al., 2012) for our study.

![Fig. 1 Percentage of observations by DE bands (top) and percentage of the well observed sources with Nsess ≥ 10, Nobs ≥ 200 (bottom). Actual numbers of observations are shown by grey boxes, numbers of observations expected for a uniform distribution are shown by thick lines).](image1)

![Fig. 2 Percentage of the observations of southern sources (cumulative by date).](image2)

2 Monte Carlo Simulation

The IVS R1541 (12JUL09XA) session was used for the Monte Carlo simulations in this paper. The R1541 session network includes 11 stations, 5 of them are located in the southern hemisphere (see Fig. 3). As expected, the Auscope (Australian VLBI Network), station Hartrao, station Tigo, and station Fortaleza participated. The southern network size ensures large common view, and the multi-baseline observations are important to mitigate the source structure effects.

![Fig. 3 11 stations network of IVS R1541 session, 5 out of 11 stations are located in the southern hemisphere.](image3)

2.1 Scheduling

The original schedule for the R1541 IVS session was generated making use of the SKED software (Gipson, 2010). There are 60 sources observed, 7 southern sources having declination less than -40 degrees. For comparisons, the supplementary southern sources are added to the original source list and experimental schedules are obtained to evaluate the trade-off between the number of southern sources and the accuracy of geodetic products.

Considering all the ICRF2 sources having the declination less than -40 degrees, they are sorted by some generalized criteria involving number of sessions, number of observations, and position uncertainty. “The worst end” of the list shows which sources we should consider first. The strong southern sources have preference in this study.

Schedule ‘R1’ is achieved with the original source list. Schedule ‘R1+’ includes three more southern sources and schedule ‘R1++’ includes six more southern sources as compared with the original R1541 schedule. The three schedules for 24-hour continuous observations are generated with VieVS scheduling package (Sun et al., 2011). The distribution
of observed sources is shown in Fig. 4, and detailed information on southern sources is given in Table 1.

Except the different source list, the basic scheduling settings used in VieVS are in correspondence with the original R1541 schedule as summarized below. The optimization of source-based strategy is employed with VieVS for this study.

- frequency setup: R1 frequency setup (X/S band)
- SNR: 20/15 (15/12 for Tigo)
- recording data rate: 256 Mbps
- cut-off elevation angle: 5 degrees
- minimum scan length: 40 seconds
- extra time for settling down, calibration, correlator synchronizing

### 2.2 Simulating

For the Monte Carlo simulations, 50 sessions were simulated using the same 24-hour schedule but different realizations of noise delays, each time creating new values for wet zenith delay, clocks and white noise to simulate observations as realistic as possible. The random errors in delay measurement were modelled by white noise with given power spectral density (PSD). The clock rate instability was modelled using the Allan standard deviation (ASD). The turbulent troposphere was modelled using the site-dependent structure constant \( C_n \), effective wet height \( H \), and wind velocity \( V \). The simulation parameters are summarized in Tables 2 and 3. See Sun et al., 2011 for details of the stochastic models used during simulation.

### Table 2 Simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( H ) [m]</td>
<td>2000</td>
</tr>
<tr>
<td>( V_n ) [m/s]</td>
<td>0.00</td>
</tr>
<tr>
<td>( V_e ) [m/s]</td>
<td>8.00</td>
</tr>
<tr>
<td>( \omega_{zd0} ) [mm]</td>
<td>250</td>
</tr>
<tr>
<td>( d\text{hseg} ) [h]</td>
<td>2</td>
</tr>
<tr>
<td>( dh ) [m]</td>
<td>200</td>
</tr>
<tr>
<td>clock ASD</td>
<td>( 10^{-14} ) @ 50 min</td>
</tr>
<tr>
<td>WN PSD [ps]</td>
<td>32</td>
</tr>
</tbody>
</table>

### Table 3 Site-dependent constant \( C_n \), \( m^{-1/3} \).

<table>
<thead>
<tr>
<th>Sta name</th>
<th>( C_n \cdot 10^7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>NYALES20</td>
<td>0.65</td>
</tr>
<tr>
<td>ONSALA60</td>
<td>2.19</td>
</tr>
<tr>
<td>TSUKUB32</td>
<td>3.45</td>
</tr>
<tr>
<td>WESTFORD</td>
<td>2.30</td>
</tr>
<tr>
<td>WETZELL</td>
<td>1.50</td>
</tr>
<tr>
<td>YEBES40M</td>
<td>1.48</td>
</tr>
<tr>
<td>KOKEE</td>
<td>1.39</td>
</tr>
<tr>
<td>HARTRAO</td>
<td>1.34</td>
</tr>
<tr>
<td>KATH12M</td>
<td>1.68</td>
</tr>
<tr>
<td>TIGOCONC</td>
<td>2.08</td>
</tr>
<tr>
<td>WARK12M</td>
<td>1.94</td>
</tr>
<tr>
<td>YARRA12M</td>
<td>1.76</td>
</tr>
<tr>
<td>FORTLEZA</td>
<td>2.46</td>
</tr>
</tbody>
</table>

Table 1 Number of scans/observations of southern sources in the IVS R1541 (R1) and two experimental schedules R1+ and R1++.  

<table>
<thead>
<tr>
<th>Source</th>
<th>R1</th>
<th>R1+</th>
<th>R1++</th>
</tr>
</thead>
<tbody>
<tr>
<td>0637-752</td>
<td>39 / 39</td>
<td>42 / 48</td>
<td>37 / 39</td>
</tr>
<tr>
<td>0537-441</td>
<td>55 / 88</td>
<td>56 / 91</td>
<td>59 / 102</td>
</tr>
<tr>
<td>1104-445</td>
<td>16 / 18</td>
<td>25 / 27</td>
<td>19 / 23</td>
</tr>
<tr>
<td>2052-474</td>
<td>42 / 48</td>
<td>49 / 57</td>
<td>46 / 50</td>
</tr>
<tr>
<td>2300-683</td>
<td>3 / 3</td>
<td>1 / 1</td>
<td>1 / 1</td>
</tr>
<tr>
<td>0048-427</td>
<td>4 / 6</td>
<td>7 / 11</td>
<td>7 / 7</td>
</tr>
<tr>
<td>0308-611</td>
<td>4 / 4</td>
<td>6 / 6</td>
<td>2 / 2</td>
</tr>
<tr>
<td>2232-488</td>
<td>7 / 7</td>
<td>3 / 3</td>
<td></td>
</tr>
<tr>
<td>2204-540</td>
<td>9 / 9</td>
<td>6 / 6</td>
<td></td>
</tr>
<tr>
<td>2142-758</td>
<td>7 / 7</td>
<td>3 / 3</td>
<td></td>
</tr>
<tr>
<td>0208-512</td>
<td>18 / 18</td>
<td>47 / 82</td>
<td>42 / 67</td>
</tr>
<tr>
<td>0332-403</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1424-418</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>178 / 295</td>
<td>209 / 264</td>
<td>290 / 403</td>
</tr>
</tbody>
</table>

Fig. 4 Distribution of observed sources in the original R1541 schedule (top) and two experimental schedules: R1+ (middle) and R1++ (bottom).
3 Results

The simulated NGS data files are entered into the software package VieVS, which computes a classical least squares solution. All the source coordinates were fixed to the ICRF2 positions (Ma et al., 2009). The standard deviation of the 50 EOP estimates and mean formal uncertainties are listed in Table 4.

Table 4

<table>
<thead>
<tr>
<th>Parameter</th>
<th>R1</th>
<th>R1+</th>
<th>R1++</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of scans</td>
<td>1258</td>
<td>1351</td>
<td>1375</td>
</tr>
<tr>
<td>Number of observations</td>
<td>3905</td>
<td>3813</td>
<td>3997</td>
</tr>
<tr>
<td>EOP repeatability</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mu$ as, $\mu$s</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X_p$</td>
<td>143.2</td>
<td>125.5</td>
<td>98.2</td>
</tr>
<tr>
<td>$Y_p$</td>
<td>98.2</td>
<td>79.1</td>
<td>96.8</td>
</tr>
<tr>
<td>UT1</td>
<td>5.6</td>
<td>4.6</td>
<td>5.9</td>
</tr>
<tr>
<td>$dX$</td>
<td>36.2</td>
<td>42.8</td>
<td>39.1</td>
</tr>
<tr>
<td>$dY$</td>
<td>45.0</td>
<td>39.5</td>
<td>37.2</td>
</tr>
<tr>
<td>Mean EOP uncertainty</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mu$ as, $\mu$s</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X_p$</td>
<td>94.8</td>
<td>95.6</td>
<td>93.4</td>
</tr>
<tr>
<td>$Y_p$</td>
<td>77.2</td>
<td>77.3</td>
<td>74.8</td>
</tr>
<tr>
<td>UT1</td>
<td>4.4</td>
<td>4.6</td>
<td>4.7</td>
</tr>
<tr>
<td>$dX$</td>
<td>29.8</td>
<td>30.9</td>
<td>29.5</td>
</tr>
<tr>
<td>$dY$</td>
<td>29.1</td>
<td>29.6</td>
<td>28.1</td>
</tr>
</tbody>
</table>

Fig. 5 shows baseline length repeatability obtained from the simulations. For the baselines shorter than ~5,000 km the R1 schedule shows the best result, and R1+ and R1++ schedules yield worse repeatability, whereas for longer baselines the R1++ schedule is the best, and R1 is the worst. However, in fact, the results obtained with the three schedules are close to each other. The mean baseline length repeatability derived from R1, R1+, and R1++ schedules are 13.5 mm, 12.4 mm, and 11.9 mm, respectively.

4 Summary

It has been found that further increasing of the number of southern sources (cf. R++ and R+ schedules) leads to a small degradation of baseline length repeatability for short baselines, and small improvement for long baselines. Errors in some EOP become smaller with inclusion of more southern sources, and some EOP show small degradation in the accuracy.
optimal trade-off between the quality of geodetic and astrometric (CRF) products. More detailed investigations are anticipated for different R1, R4, and other IVS network configurations and an extended list of southern sources. In particular, inclusion of non-ICRF sources shall be considered at the next stage, as well as sources near the southern polar cap. Also, testing with VLI2010 recording parameters would be useful for future scheduling.
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Abstract The primary purpose of the IVS-INT01 sessions is the estimation of UT1. Improving the accuracy and the precision of the UT1 estimates is an important goal in the scheduling of these sessions. During 2009 and 2010, the GSFC VLBI IVS Analysis Center proposed and tested a new strategy for scheduling the IVS-INT01 sessions. The Uniform Sky Strategy (USS) maximizes sky coverage and the number of scheduled sources. In July 2010, the USNO NEOS IVS Operation Center began to alternate the use of the original and USS strategies in scheduling the operational IVS-INT01 sessions. We compare the results from these two scheduling strategies. In most respects the USS provides superior results to the standard strategy, but there are some circumstances where the results are worse. We discuss some options to improve the USS.
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1 Introduction

The primary purpose of the IVS-INT01 sessions is estimating UT1. Therefore improving the accuracy and the precision of the UT1 estimates is an important goal in scheduling these sessions. Better sky coverage has been empirically linked to better UT1 estimate precision and accuracy. But the original, standard scheduling strategy (STN) uses only the strongest sources, and because strong sources are unevenly distributed, IVS-INT01 sessions have limited source availability at some times of the year, resulting in bad sky coverage. The worst source availability occurs in early October, but other times of the year could also use improvement.

To address this, in 2009 the GSFC VLBI Analysis Center proposed a new scheduling strategy, the USS (Uniform Sky Strategy), which uses all geodetic sources that are mutually visible at the regular IVS-INT01 stations (Kokee Park and Wettzell). Adding the previously excluded sources should improve sky coverage and therefore improve UT1 precision (i.e., decrease the UT1 formal errors). But the added sources are weaker, and that should increase the formal errors. Also, because it takes longer to observe a weaker source, the number of observations should be reduced, which in turn should increase the formal errors. So the new strategy works both in favor of and against the UT1 formal errors, creating a need to carefully evaluate it.

Since December 2010, the USNO NEOS Operation Center has generated alternating STN and USS operational IVS-INT01 schedules, with, for example, one type of schedule on odd-numbered days of the year and the other type on even-numbered days, in order to develop a basis for evaluating the operational effectiveness of the USS strategy. A 2012 study of the first full year of data (2011) showed that each strategy is superior in some ways. This paper extends the data set through the second year of data (2012), examines factors that affect schedule performance, and explores ways to use the Sked scheduling program to alter these factors in order to improve schedule performance.

This paper uses two non-standard terms as abbreviations. The term UTRMS indicates the RMS about the mean of the UT1-TAI estimates, and the term UTFE indicates the unscaled UT1-TAI formal error or errors. In addition, UT1 indicates UT1-TAI.

2 2011—2012 Sessions

Data results: Analysis of the 2011–2012 data confirms the results from the initial study of the 2011 data
(Baver et al., 2012). See Fig. 1. Also see http://lupus.gsfc.nasa.gov/files_presentations/2013mar_evga_baver_uss.pdf for more figures. The USS has better sky coverage, but the average of its UT1 formal errors is higher. The October UT1 formal errors are greatly improved, except for one noisy session, but the UT1 formal errors at some other times of the year could use improvement. Please note that Fig. 1a indirectly shows sky coverage by showing sky emptiness; a smaller value means less emptiness, or more coverage.

Robustness: A session is robust if its UT1 estimate does not change much in response to perturbations — e.g., when it fails to observe a scheduled source. We tested the effect of losing a source on STN and USS UT1 estimates. Using the Solve solution configuration used for the 2011—2012 data, we ran a set of solutions for each session in which we suppressed the session’s sources, one at a time. We then calculated each session’s UTRMS (Fig. 2a). The results are very similar to those from the initial study. Schedules that are less vulnerable to the loss of a source have a lower UTRMS. Fig. 2a shows that throughout the year, the USS UTRMS values are almost always lower than or equal to the STN values. In addition the average of the USS UTRMS values is ~ 2.4 times as good as the STN average. STN schedules typically observe a few sources many times, whereas USS schedules observe many sources a few times. Because of this, the USS provides better protection against source loss.

A session is also robust if its UT1 estimate does not change much with random noise (e.g., atmospheric fluctuations). We ran the Solve solution configuration used for the 2011—2012 data, but we added random noise to simulate atmospheric turbulence and ran the new solution 5000 times per schedule. More testing is needed, but Tab. 1 indicates that temporal distribution matters. The CLR and LCR cases provide the same spatial coverage as the CYC case, but they leave areas of the sky unobserved for a while and give much higher UTRMS and UTFE values. Balanced temporal distribution gives continuous temporal coverage and, in this test, lower UTRMS and UTFE values.

### Table 1

<table>
<thead>
<tr>
<th>Observing Order</th>
<th>UTRMS $\mu s$</th>
<th>UTFE $\mu s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>L = left quadrant</td>
<td>STN style</td>
<td>USS style</td>
</tr>
<tr>
<td>R = right quadrant</td>
<td>9.89</td>
<td>13.35</td>
</tr>
<tr>
<td>C = center (near azimuth 0°)</td>
<td>38.42</td>
<td>23.64</td>
</tr>
<tr>
<td>(CYC) LRC LRC LRC ... LRC</td>
<td>36.41</td>
<td>40.29</td>
</tr>
<tr>
<td>(CLR) CCCCC LLLLL RRRRR</td>
<td>38.42</td>
<td>23.64</td>
</tr>
<tr>
<td>(LCR) LLLLL CCCCC RRRRR</td>
<td>36.41</td>
<td>40.29</td>
</tr>
</tbody>
</table>

The initial study had empirically indicated that the UTRMS could be improved by achieving better temporal distribution, by reducing the number of low elevation observations, and by achieving better spatial coverage of key areas. We tested these findings.

Temporal Distribution: We used Sked to make an STN-style schedule (three observations each of six sources) and a USS-style schedule (single observations of 15 sources) with equal numbers of mid-left quadrant (L, azimuth ~ 315°), central (C, azimuth ~ 0°), and mid-right quadrant (R, azimuth ~ 45°) hypothetical sources. These schedules (“CYC”) cycled through the three areas evenly. We then created two variations of each schedule to a) observe all of the C, then L, then R sources (“CLR”) and b) all of the L, then C, then R sources (“LCR”). We ran 5000 solutions per schedule, adding noise to simulate atmospheric turbulence.

More testing is needed, but Tab. 1 indicates that temporal distribution matters.
**Low Elevation Observations:** We used Sked to create 15 baseline cases with maximum elevations of 44, 40, 35, 30, and 25° and minimum elevations of 40, 35, 30, 25, and 20° (i.e., 44-40, 44-35, ..., 44-20, 40-35, ..., 25-20°) at Kokee. For each case, we generated a set of schedules that moved four observations from the minimum elevation to a series of lower elevations selected from 35, 30, 25, 20, 15, 12, 10, and 8°, as appropriate, along azimuths 45° and 330/332° at Kokee (i.e., for baseline case 44-25°, the observations moved to 20, 15, 12, 10, and 8°). Fig. 3 shows an example. We limited azimuth coverage to isolate the effects of elevation and used hypothetical sources at desired positions. We ran 5000 solutions on each schedule, adding noise.

Moving some observations to lower elevations should improve the zenith atmosphere delay estimate and reduce the correlation between the zenith delay and UT1, which in turn should reduce the UTFE. Fig. 3 shows that this is true for both high (44–40°) and moderate (44–20°) starting elevation ranges. In contrast, for the 44–40° case, moving some observations to lower elevations initially reduces the UTRMS but then, starting at ~ 20°, increases it. This is due to two competing effects. On the one hand, lower elevation observations create better geometry for the estimates, reducing the UT1 estimate scatter. But lower elevation observations also introduce extra noise due to atmospheric turbulence, resulting in larger scatter. The improved geometry dominates until ~ 20°, at which point the extra noise dominates. The 44-20° case has good enough initial geometry that only the extra noise matters. USS schedules can start at 8°, so removing their lowest elevation observations should decrease their UTRMS but increase their UTFE, a trade-off that should be considered in actual schedules.

**Coverage of Key Areas:** The initial study, and later work, had indicated that low UTRMS values might be linked to observing the centers of Kokee and Wettzell’s mutually visible quadrants (~ azimuths 45° and 315°) and, to a lesser extent, azimuth 0°, roughly near elevation 30°. We used Sked to create a schedule with hypothetical sources that covered only the key areas. Then we moved observations away from the areas, excluding low elevation observations to eliminate the effects of low elevation, and ran 5000 solutions that added noise.

Fig. 4 and Tab. 2 show four cases. Case 1 fully covers all three areas at a ratio that has been empirically identified as desirable (2-1-2, where 1 represents the coverage of azimuth 0°). In case 2, all areas are covered, but the quadrant centers are only partially covered, because some observations have moved; the UTRMS increases by 14%. In case 3, azimuth 0° is entirely uncovered, and the UTRMS increases over case 1 by 19%. In case 4, all quadrant center observations have moved, leaving the quadrant centers uncovered, and the UTRMS is more than twice that of case 1. The UTFE increases similarly. More testing is needed, but these cases indicate that covering key areas might lower the UTRMS (and the UTFE), with the quadrant centers having more importance than azimuth 0°.

<table>
<thead>
<tr>
<th>Case</th>
<th>Condition</th>
<th>UTRMS μs</th>
<th>UTFE μs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>all areas fully covered</td>
<td>11.82</td>
<td>9.90</td>
</tr>
<tr>
<td>2</td>
<td>quadrant centers partially uncovered</td>
<td>13.50</td>
<td>10.84</td>
</tr>
<tr>
<td>3</td>
<td>azimuth 0° uncovered</td>
<td>14.09</td>
<td>11.96</td>
</tr>
<tr>
<td>4</td>
<td>quadrant centers uncovered</td>
<td>26.40</td>
<td>22.75</td>
</tr>
</tbody>
</table>

Table 2 Statistical metrics for coverage of key areas.
4 Using Sked to Improve Realistic Schedules

Section 3 indicates that the UTRMS can be reduced by 1) improving temporal distribution, 2) improving spatial coverage of key areas, and 3) reducing the number of low elevation observations. We also believe that scheduling stronger sources might reduce the UTRMS. So we started with 26 source sets from actual USS sessions spaced two weeks apart, and we created schedules in which we changed individual or related Sked parameters to try to meet these four goals. We then ran 5000 solutions for each schedule, adding noise. Tab. 3 lists changes that had a significant effect. It excludes a parameter that had no significant effect (the Endscan weight, which targets stronger sources).

Of the changes that provided significant improvement, the least improvement came from trying to improve temporal coverage with a Minangle value of 30°, which lowered the UTRMS from the value of 18.2 µs (normal Sked parameters) to 16.4 µs (Fig. 5a). One problem is that Minangle only separates successive observations, so the third observation can be close to the first, reducing temporal coverage. Also, we wanted Minangle to force a large azimuth change, but because Minangle is satisfied by an elevation change, it did not fulfill this goal. A Minangle variation that is based on azimuth and/or provides more separation between non-adjacent observations might lower the UTRMS further. Using the Maxscan parameter set to improve source strength worked only slightly better; it only lowered the UTRMS to 16.2 µs (Fig. 5b). One problem might be that in picking stronger sources, this set allows (and can favor) low elevation observations that can raise the UTRMS as shown in Section 3 and in Fig. 5d. We had more success trying to cover key areas by using a horizon mask (with varying minimum elevations) at Kokee (see Tab. 3 for details); a 15° minimum elevation lowered the UTRMS to 15.2 µs (Fig. 5c). The most improvement came from using 18° and especially 15° elevation limits at both stations; raising the USS’ 8° elevation limit to 15° lowered the UTRMS from 18.2 to 14.7 µs (Fig. 5d). The 0.5 µs difference between the 15° horizon mask and the 15° elevation limit cases is insignificant, and more work should be done to study and compare the two cases.

Figs. 5c and 5d show that in each case, as the rising elevation limit lowers the UTRMS, it raises the UTFE. This is probably due partly to the UTFE elevation effect noted in Section 3 and partly to changes in sky coverage that occur as the elevation limit removes low elevation observations. So the improvement to the UTRMS comes at the price of raising the UTFE. But the UTFE changes less than the UTRMS (from 8.9 to 10.1 µs, for the 15° elevation limit), so the UTRMS improvement seems worth the larger UTFE.

Fig. 6 compares the 15° elevation limit to the normal Sked parameterization and its 8° limit for the 26 cases. The 15° UTRMS values are better than or comparable to the 8° values in 24 of the 26 sessions, and only the October 2 value is much worse. But another simulation not included here indicates that the UTRMS average could be further improved. October 2 has pathological sky coverage; removal of Wettzell’s low elevation sources leaves it with no sources below 32° in one quadrant. Early October might need special handling if an elevation limit is used.

We tried seven combinations of the above parameter changes to try to magnify their effect (Fig. 7). But no combination improved the UTRMS more than the two best individual parameters did. The Endscan weight had little effect on the other parameters, and it can be discarded. We tried four other combinations, but each failed because some of its schedules were truncated to under an hour, because the available source sets could not meet all of the selected conditions.

5 Conclusions and Acknowledgements

The need to refine the USS remains. Target areas are removing low elevation observations and improving temporal distribution, coverage of key areas, and source strength. The best Sked parameter, a 15° elevation limit, improves the average UTRMS from 18.2 to 14.7 µs, but it raises the average UTFE. Also more improvement of the UTRMS is desirable. So new Sked parameters should be identified or created to improve the USS.
Refining the Uniform Sky Strategy

<table>
<thead>
<tr>
<th>Goal</th>
<th>Sked parameter(s)</th>
<th>Purpose</th>
<th>Values that gave improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimizing low elevation observations</td>
<td>Elevation limit</td>
<td>Minimum elevation allowed for all observations. Applied at both stations.</td>
<td>10,11,12,13,14,15,18°</td>
</tr>
<tr>
<td>Coverage of key areas</td>
<td>Horizon mask (station section H line) at Kokee</td>
<td>Specifies a minimum elevation for ranges of azimuths. We set the minimum to 0° at azimuths outside key areas. This forced Sked to only schedule observations within key areas. Then we increased the elevation minimum, starting at 8°, in the key areas.</td>
<td>Minimum elevations of 10,12, and 15° (used for azimuths 300-330, 350-10, and 30-60°; other azimuths had a minimum elevation of 0°)</td>
</tr>
<tr>
<td>Stronger sources</td>
<td>1. Maxscan</td>
<td>Maximum allowed scan time. Reducing this excludes weaker sources that cannot achieve an acceptable SNR in the allotted time.</td>
<td>200 seconds (normal Sked value)</td>
</tr>
<tr>
<td></td>
<td>2. Snr</td>
<td>Target minimum SNR.</td>
<td>X-band 20, S-band 15</td>
</tr>
<tr>
<td></td>
<td>3. Margin</td>
<td>Margin plus Snr = absolute minimum SNR.</td>
<td>X-band 4, S-band 4</td>
</tr>
<tr>
<td>Better temporal distribution</td>
<td>Minangle</td>
<td>Minimum sky angle between two successive observations. We raised this to try to spread observations (at least successive ones) around.</td>
<td>30°</td>
</tr>
</tbody>
</table>

Table 3 Effect of changing individual (or a set of related) Sked parameters, arranged from most to least effective.

Fig. 6 a) comparison of UTRMS for 15° vs. 8° (normal Sked) elevation limits, b) UTRMS for 15 and 8° limits arranged by date and c) UTFE for 15 and 8° limits by date.

We thank Merri Sue Carter (USNO Flagstaff) for generating the alternating STN and USS schedules.
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Assessment of VLBI Intensive Schedules by means of Cluster Analysis

J. Leek, T. Artz, A. Nothnagel

Abstract

Intensive VLBI sessions are short duration VLBI experiments of usually one hour duration. They are performed almost daily for a regular determination of UT1 on networks with two or three stations. Due to the small network and the short duration, only a few observations can be performed, i.e., about 30 per single baseline session. Thus, the scheduling is a crucial point for the highest possible quality of the estimated parameters. In this paper, a tool called cluster analysis is examined for its usefulness to compare and classify various schedules. For this purpose, the least-squares adjustment is used to derive similarity values for the different observations. These similarities are subsequently used to group the observations in clusters. For each cluster the impact on a specific parameter, e.g., UT1, can be determined. In this way, groups of important observations are identified. This knowledge yields the opportunity to modify or to create improved schedules.

Keywords Intensives, Scheduling, Cluster Analysis

1 Introduction

The scheduling of VLBI Intensive sessions is a crucial step to obtain reliable results with the best possible accuracy for the Earth’s rotation parameter dUT1. Most sensitive for dUT1 determinations are east-west baselines extending to 8000 km and beyond. However, because of the very limited common visibility of the radio telescopes on these baselines and, thus, a small extract of available radio sources, the observations of Intensives have to be selected with great care. Hence, it is desirable to understand and assess the influence of individual observations on the estimated parameters. Applying this knowledge already at the scheduling process will help to create optimized observing plans.

Several studies were done to improve the scheduling of VLBI Intensive sessions (e.g., Baver et al. 2012, or Uunila et al. 2012). In this paper, a new approach for this research area is presented. The main topic of this paper is to get assessment criteria for observing plans via a cluster analysis of the observations. The observations’ similarities, which are used for the cluster analysis, are obtained by the least-squares adjustment. More precisely, the similarities are derived from the Jacobian matrix that contain information on the geometry of the design. Thus, it is expected that observations which have been performed under similar geometric conditions would be grouped together. This enables the computation of the influence of groups of observations on the estimated parameters. Furthermore, the influence of these clusters on individual parameters can be detected by the method of parameter reduction.

2 Cluster Analysis

The basis for the cluster analysis is the data resolution matrix \( H \), which can be computed by the design matrix \( A \) and the covariance matrix \( \Sigma_{yy} \)

\[
H = A \left( A^T \Sigma_{yy}^{-1} A \right)^{-1} A^T \Sigma_{yy}^{-1}
\]

(1)

(see e.g. Förstner, 1987).

The following parametrization is used for building the design matrix: the target parameter of Intensive sessions dUT1, three clock parameters for one clock with respect to the reference clock and a zenith wet delay for each station.

The elements of the data resolution matrix have two different meanings. The main diagonal entries \( h_{ii} \) are called impact factors because they indicate the in-
fluence of each observation on the estimated parameters. The off-diagonal elements $h_{ij}$, named impact co-factors, show the similarities between the observations. Small impact co-factors indicate a significantly distinct information content of the respective observations, whereas large impact co-factors show that the respective observations have been performed under similar geometric conditions. And, thus, the data resolution matrix serves as similarity matrix for the cluster analysis (see, e.g., Gray and Ling 1984, or Hoaglin and Welsch 1978).

The basic cluster analysis algorithm comprises the following simple steps.

1. Compute the similarity matrix (here the data resolution matrix).
2. Merge the closest two clusters into one cluster.
3. Recalculate the similarity matrix to consider the new similarity values between the new cluster and all other clusters.

The steps 2 and 3 have to be repeated until only one cluster remains that contains all observations. In this paper the UPGMA-algorithm (unweighted pair-group method using arithmetic averages, see, e.g., Romesburg 2004) has been used.

The results of the clustering process can be depicted in a map of sorts, called tree or dendrogram. The x-axis of the dendrogram shows the observations and the y-axis shows the similarity scale at which the clusters were merged together. To obtain groups of observations with significantly distinct information contents and not only one big cluster that contains all observations, the subdivision of the dendrogram at a reasonable height is necessary. This so named tree cut defines the number of final clusters and, therefore, the level of detail. A reasonable height for a tree cut is given by a large gap in the dendrogram, which indicates the clustering of two previously significantly distinct clusters, as shown in Fig. 1. Nonetheless, the height of the tree cut is a subjective decision.

### 3 Parameter Reduction

The method of parameter reduction enables the estimation of a subset of the original parameters without changing the original functional model (see, e.g., Teunissen, 2000). This method partitions the original linear system (Eq. 2) in a way that the parameter vector $x$ is divided into two vectors, where the parameters of interest $x_1$ are separated from the others $x_2$ (Eq. 3).

\[
Ax = y \quad (2)
\]

\[
\begin{bmatrix} A_1 & A_2 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = \begin{bmatrix} y_1 \\ y_2 \end{bmatrix} \quad (3)
\]

Either a single parameter or a group of parameters can be chosen as parameters of interest. The Eqs. 4 to 6 are used to compute the data resolution matrix and the impact factors for the reduced system.

\[
\bar{A}_1 = A_1 - A_2 \left( A_2^T \Sigma_{yy}^{-1} A_2 \right)^{-1} A_2^T \Sigma_{yy}^{-1} A_1 \quad (4)
\]

\[
\bar{H} = \bar{A}_1 \left( \bar{A}_1^T \Sigma_{yy}^{-1} \bar{A}_1 \right)^{-1} \bar{A}_1^T \Sigma_{yy}^{-1} \quad (5)
\]

\[
\bar{h} = \text{diag}(\bar{H}) \quad (6)
\]

In this case the impact factors $\bar{h}$ indicate the influence of each observation on the parameters of interest only.

This method enables the computation of an average impact factor for each cluster for the parameters of interest. Hence, important groups of observations for individual parameters can be detected.

### 4 Cluster Analysis of VLBI Intensive Sessions

First, a fictitious Intensive observing plan, at which the result of the clustering can best be seen, has been generated using the scheduling software SEKD (Vandenberg, 1999). For that reason, the uniform sky scheduling method has been used to create an observing plan with the telescopes TSUKUBA32 (Japan) and WETTZEEL (Germany) using a fictitious source catalog with homogeneously distributed radio sources. The result was an INT2-like session with a uniform cover of the hemisphere above each radio telescope.
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Fig. 2 Sky-plots with clustered observations of the fictitious INT2 session.

After applying the cluster analysis to the fictitious session and cutting the dendrogram at a reasonable height five clusters emerged (not shown here). The positioning of the different groups of observations are depicted in the sky-plots of the hemisphere above each telescope (Fig. 2). The observations of the clusters that are denoted by the circle and the square encircle the observations of the other clusters. These are the observations with the lowest elevation values for either telescope.

By the method of parameter reduction, average impact factors of each cluster were computed for each single parameter (Tab. 1). By reference to Tab. 1 can be seen which clusters have a great influence on individual parameters. The important clusters for the target parameter dUT1 are the clusters that are denoted by the circle, the triangle and the square, therefore, observations with low elevations mainly (cf. Fig. 2). The clusters that are denoted by the diamond, the square and the asterisk influence the clock parameters substantially. Observations with low elevations highly influence the atmospheric parameters. Those are arranged in the cluster that is denoted by the square in case of station A (TSUKUB32) and the cluster that is denoted by the circle in case of station B (WETTZELL).

To validate the identified relations, the formal errors of the parameters were also examined. For this purpose, the changes of the formal errors of the parameters were analyzed if the respective observations of individual clusters were deleted from the observing plan. That is shown for the parameters dUT1,\( at_A \) and \( at_B \) in Fig. 3. Although the cluster that is denoted by the triangle has a greater average impact factor for dUT1 than the clusters that are denoted by the asterisk and the diamond, the increase of the formal error is bigger when these clusters are removed (Fig. 3 left). This is the result of the greater number of observations in the aforementioned clusters (cf. Tab. 1). The previously identified dominating clusters for the atmospheric parameters were also reflected by the changes of the zenith wet delay’s formal errors, i.e., the cluster that is denoted by the square for TSUKUB32 and the cluster that is denoted by the circle for WETTZELL (Fig. 3 center and right).

Since the timing of the observations is crucial for the clock parameters instead of the geometry, the changes of the formal errors of the clock parameters are meaningless. Considering the impact factors for the clock

<table>
<thead>
<tr>
<th>cluster</th>
<th>•</th>
<th>△</th>
<th>■</th>
<th>*</th>
<th>●</th>
</tr>
</thead>
<tbody>
<tr>
<td>dUT1</td>
<td>0.035</td>
<td>0.029</td>
<td>0.026</td>
<td>0.021</td>
<td>0.013</td>
</tr>
<tr>
<td>( cl_0 )</td>
<td>0.020</td>
<td>0.007</td>
<td>0.022</td>
<td>0.009</td>
<td>0.051</td>
</tr>
<tr>
<td>( cl_1 )</td>
<td>0.023</td>
<td>0.004</td>
<td>0.033</td>
<td>0.014</td>
<td>0.032</td>
</tr>
<tr>
<td>( cl_2 )</td>
<td>0.019</td>
<td>0.007</td>
<td>0.029</td>
<td>0.024</td>
<td>0.026</td>
</tr>
<tr>
<td>( at_A )</td>
<td>0.010</td>
<td>0.012</td>
<td>0.056</td>
<td>0.013</td>
<td>0.016</td>
</tr>
<tr>
<td>( at_B )</td>
<td>0.079</td>
<td>0.004</td>
<td>0.013</td>
<td>0.006</td>
<td>0.023</td>
</tr>
<tr>
<td># obs.</td>
<td>7</td>
<td>4</td>
<td>10</td>
<td>12</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 1 Average impact factors of each cluster for each single parameter. Values that are greater than the average impact factor of one observation on a single parameter (> 0.023) are highlighted. The last row shows the number of observations per cluster.

Fig. 3 Formal errors of dUT1 (left), zenith wet delay of station A (center) and zenith wet delay of station B (right). The black bars represent the formal error determined by the original observing plan. The other bars represent the formal error determined without the observations of the labeled cluster.
parameters in chronological order (not shown here), it is visible that the most influential observations are arranged at the beginning, at the middle and at the end of the session. These observations belong to the clusters that are denoted by the diamond, the square and the asterisk mainly.

The analysis of the fictitious session revealed that the cluster analysis is able to detect groups of observations with geometric similarities. Especially observations with low elevations of the respective radio telescopes were separated from other observations. By the reduction of parameters and the examination of the formal errors the influence of different clusters on single parameters was proven.

In the following, results of the cluster analysis of actual Intensive observing plans are examined. For that purpose, two exemplary sessions are shown. Considering the sky-plots of the first session k11064 (Fig. 4), the result of the cluster analysis looks moderately well. In this case the observations of the clusters that are denoted by the circle and the triangle are arranged at the edges mainly and those are the main important clusters for dUT1 and the atmospheric parameters as with the fictitious session (see Tab. 2).

A first look at the second session k11352 assumes that the cluster analysis was not able to group similar observations. The observations of different clusters seem to be distributed almost randomly with no clear geometric distinction. A further investigation revealed a mainly subsequent grouping of the observations. Hence, the conclusion is that the clustering of the observations was also influenced by temporal dependencies between the observations, and thus, that the results of the cluster analysis could not be interpreted purely geometrically.

| cluster | dUT1 | atA | atB | # obs.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>circle</td>
<td>0.036</td>
<td>0.029</td>
<td>0.026</td>
<td>5</td>
</tr>
<tr>
<td>triangle</td>
<td>0.009</td>
<td>0.041</td>
<td>0.022</td>
<td>13</td>
</tr>
<tr>
<td>square</td>
<td>0.060</td>
<td>0.033</td>
<td>0.001</td>
<td>11</td>
</tr>
<tr>
<td>asterisk</td>
<td>0.013</td>
<td>0.013</td>
<td>0.018</td>
<td>9</td>
</tr>
<tr>
<td>dot</td>
<td>0.012</td>
<td>0.017</td>
<td>0.022</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 2: Average impact factors of each cluster for the parameters dUT1, atA and atB of the INT2 session k11064. Values that are greater than the average impact factor of one observation on a single parameter (> 0.023) are highlighted. The last row shows the number of observations per cluster.
### Table 3

Average impact factors of each cluster for the parameters dUT1, \( \alpha_A \) and \( \alpha_B \) of the INT2 session k11352. Values that are greater than the average impact factor of one observation on a single parameter (> 0.022) are highlighted. The last row shows the number of observations per cluster.

<table>
<thead>
<tr>
<th></th>
<th>⬤</th>
<th>△</th>
<th>■</th>
<th>*</th>
<th>⬤</th>
</tr>
</thead>
<tbody>
<tr>
<td>dUT1</td>
<td>0.033</td>
<td>0.032</td>
<td>0.028</td>
<td>0.018</td>
<td>0.008</td>
</tr>
<tr>
<td>( \alpha_A )</td>
<td>0.011</td>
<td>0.011</td>
<td>0.091</td>
<td>0.013</td>
<td>0.019</td>
</tr>
<tr>
<td>( \alpha_B )</td>
<td>0.015</td>
<td>0.004</td>
<td>0.002</td>
<td><strong>0.058</strong></td>
<td>0.005</td>
</tr>
<tr>
<td># obs.</td>
<td>10</td>
<td>7</td>
<td>5</td>
<td>13</td>
<td>10</td>
</tr>
</tbody>
</table>

5 Conclusions

The influence of different clusters on individual parameters was determined by the method of parameter reduction.

In case of a fictitious Intensive session with homogeneously distributed observations, the cluster analysis detected groups of observations with geometric similarities. Especially observations with low elevations are important for both the target parameter dUT1 and the atmospheric parameters. The cluster analysis of real observing plans revealed an additional influence by temporal dependencies between the observations. Therefore, an important consideration would be to examine the temporal correlations of the observations to strengthen the validity of the cluster analysis, or to find out how they could be considered in the scheduling process. Then the cluster analysis would be a valuable tool to create improved VLBI Intensive observing plans.

Concerning the desire to use the cluster analysis for a classification of observing plans, some probably useful criteria have been found out. These include the number of important clusters for the parameter dUT1, the magnitudes of the average impact factors and the size of the clusters. E.g., since the arithmetic averages of the impact factors of a cluster were used, it is assumable that the more observations in a cluster the less the probability that all of them highly influence the same parameter.
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VLBI Observations of Geostationary Satellites

T. Artz, A. Nothnagel and L. La Porta

Abstract For a consistent realization of a Global Geodetic Observing System (GGOS), a proper tie between the individual global reference systems used in the analysis of space-geodetic observations is a prerequisite. For instance, the link between the terrestrial, the celestial and the dynamic reference system of artificial Earth orbiters may be realized by Very Long Baseline Interferometry (VLBI) observations of one or several satellites. In the preparation phase for a dedicated satellite mission, one option to realize this is using a geostationary (GEO) satellite emitting a radio signal in X-Band and/or S-Band and, thus, imitating a quasar. In this way, the GEO satellite can be observed by VLBI together with nearby quasars and the GEO orbit can, thus, be determined in a celestial reference frame. If the GEO satellite is, e.g., also equipped with a GNSS-type transmitter, a further tie between GNSS and VLBI may be realized.

In this paper, a concept for the generation of a radio signal is shown. Furthermore, simulation studies for estimating the GEO position are presented with a GEO satellite included in the VLBI schedule. VLBI group delay observations are then simulated for the quasars as well as for the GEO satellite. The analysis of the simulated observations shows that constant orbit changes are adequately absorbed by estimated orbit parameters. Furthermore, the post-fit residuals are comparable to those from real VLBI sessions.

Keywords VLBI, Geostationary Satellites, Signal Characteristics, Scheduling, Simulation

1 Introduction

Nowadays, two of the fundamental geodetic products are the International Terrestrial Reference Frame (ITRF) and a time series of Earth Orientation Parameters (EOPs). To calculate these products, the geodetic space techniques Doppler Orbitography and Radiopositioning Integrated by Satellite (DORIS), Global Navigation Satellite System (GNSS), Satellite Laser Ranging (SLR), and Very Long Baseline Interferometry (VLBI) are used (e.g., Altamimi et al. 2011, Bizouard and Gambis 2011). However, the different techniques have their own observing networks which are only connected by local measurements at so-called fundamental stations. Thus, these local ties provide the backbone of the ITRF and the EOP series. Furthermore, DORIS, GNSS and SLR measurements refer to Earth orbiting satellites which are not connected to each other either.

Concerning the EOPs, another difficulty arises: only VLBI is able to determine the whole set of parameters as these measurements refer to the quasi-inertial frame of radio sources (the International Celestial Reference Frame, ICRF). The other techniques cannot determine Universal time (UT1) and nutation without hypothesis, as these parameters are highly correlated with the ascending nodes of the satellite orbits.

In the last years, several studies have been performed to assess the benefit of Earth orbiting satellites which are equipped with instruments that enable the observation with several geodetic space techniques. These studies have, e.g., been done at the German Research Centre for Geosciences (GFZ) within the MicroGEM (Microsatellites for GNSS Earth Monitoring), NanoGEM or NanoX projects, or at the National Aeronautics and Space Administration (NASA) within the Geodetic Reference Antenna in Space (GRASP) mission proposal. The equipment of a satellite used in such programs might consist of different antennas. These could on the one hand emit signals such as GNSS
signals, on the other hand radiation similar to quasar emission, which is then observed by VLBI telescopes on Earth. Furthermore, SLR reflectors or DORIS receiving antennas are possible on board of the satellite. Thus, a tie of the four fundamental techniques would be realized in space. This would significantly improve the Global Geodetic Observing System (GGOS) as the terrestrial, the celestial and the dynamic reference systems of artificial Earth orbiters would be linked together. Furthermore, improvements of the EOPs can be expected as the frame link permits establishing the sensitivity of GNSS and SLR to UT1 as well as to nutation.

To realize this link, VLBI measurements have to be a fundamental part of the observation scenario. These satellite observations with VLBI telescopes are not typical but not new. Especially in the last decade, VLBI was used for orbit determinations in satellite missions (e.g., Pogrebenko et al. 2004, Kikuchi et al. 2009, Ouyang et al. 2010, Tornatore et al. 2011). In contrast to standard VLBI, a different delay model has to be used as a curved wave-front has to be taken into account instead of a plane one (e.g., Klioner 1991, Moyer 2000, Sovers et al. 1998, Sekido and Fukushima 2006).

In this paper, one option for the emission of quasar-like noise on board of a satellite is described. By using a geostationary satellite (GEO), the whole analysis chain is presented. For that purpose, an observing plan for a large observing network is generated where quasar as well as GEO observations are scheduled. In a second step, observations for this session are simulated by taking stochastic components into account. Finally, simple orbit parameters are estimated.

2 Signal Characteristics

To embed GEO observations successfully into geodetic VLBI sessions, any re-configurations of the VLBI equipment should be avoided. Thus, a noise diode which could be placed onboard the satellite to mimic a quasar should produce a signal which meets the prerequisites of the observing antennas.

Currently, it seems feasible to generate full band noise for S/X-band compatibility. This means that 740 MHz in X-band and 160 MHz in S-Band have to be covered. Using the technique of bandwidth synthesis, 16 MHz channels are employed within these bands to represent the sky frequencies of 8210 – 8950 MHz and 2225 – 2385 MHz. This common frequency setup is shown in Fig. 1 a) for X-band. The power requirements for a noise diode on board a GEO satellite that mimics a quasar with a flux density of 0.1 Jy would be about 1.2 mW. Thus, the maintenance of such a VLBI beacon would not be an issue.

As a further thought, a GNSS-like modulation can be applied to each channel (see Fig. 1 b) to enable Differential One-way Ranging (DOR, e.g., James et al. 2009). DOR has not been taken into account in this paper although it provides a higher signal to noise ratio and consequently would permit to determine the observables with better precision.

3 Scheduling

When scheduling VLBI observations of a GEO satellite, one has to take into account that the satellite is always observable with almost identical azimuth and elevation. However, no global network is possible. As the volume of the observing network is crucial for the precision of the EOPs, a GEO longitude of 15.5° W has been chosen. As depicted in Fig. 2, this position allows for observing sites in Europe, the East coast of North America, South America and Antarctica.

If the GEO satellite emits a signal with the characteristics as described in Sec. 2, radio telescopes will be able to observe quasars and GEOs in alternating suc-
cession. Thus, the GEO can be added to a scheduling program as a pseudo-quasar. For the scheduling presented here, the program SKED (Gipson, 2012) is used. Although SKED has the build-in option to schedule satellites, some modifications have been made by including the simplified perturbations model (SDP4, Hujjak 1979) on the basis of the Spacetrack #3 report (Hoots and Roehrich, 1980).

The modified version of SKED was used to perform automatic schedules where the GEO has been treated as a quasar and uniform sky-coverage has been used as the optimization criteria. In this way, a session with 11 sites has been derived. The repeat cycle of the GEO is about 40 min. on average. In total, there are 1340 GEO observations in 35 scans compared to 6963 quasar observations.

4 Simulation and Validation

In the next step, a simulation of observations has been performed for the scheduled session. For the simulation process, a deterministic and a stochastic part have been applied.

The deterministic part is calculated using the VTD library (Petrov, 2012) which provides state of the art modeling. Furthermore, VTD generates consistent delay models for far and near zone objects in the Solar System Barycenter Frame. However, the deterministic part is not an issue in the present investigation as the same components are used for simulation as well as for parameter estimation. This part only becomes relevant when the simulated observations are provided to other analysis packages.

For the stochastic part of the VLBI delay, three components have been taken into account as it was also done for the VLBI2010 simulation (e.g., Wresnik et al. 2009). These are clock behavior \( \tau_{cl} \), atmospheric variations \( \tau_{atm} \) and baseline dependent white noise \( \tau_{e} \) with a standard deviation of 10 ps. The individual stochastic components have been tuned to match a rough estimate of the VLBI error budget (see Tab. 1).

The clock variations have been modeled by a power-law process (Kasdin and Walter, 1992) that has been adjusted to reach an Allan standard deviation (ASD) of \( 1 \cdot 10^{-14} @ 50 \text{ min} \). On different time scales different components are dominating the process. For instance white and flicker phase modulation are dominating on short time scales, while on time scales below one hour, flicker and random walk frequency modulation is dominating. Although atomic clocks are more precise by about one order of magnitude (e.g., Giordano et al. 2011), the chosen ASD is reasonable as the simulations represent variations due to thermal and other physical responses of the cabling between the active hydrogen maser and the receiving system as well.

The atmospheric variations are modeled as equivalent zenith wet delays and mapped to the actual elevation of an observation as presented by Nilsson and Haas (2010). For the simulation a refractive index structure constant of \( C_{n}^{2} = 1 \cdot 10^{-14} \text{m}^{-2} \) and constant wind speeds of 2 m/h in north-south as well as 8 m/h in east-west direction have been used.

An example of the simulated stochastic components is shown in Fig. 3. Obviously, the clock variations dominate the long term variations, while short term fluctuations are primarily forced by the wet atmospheric effects. This result is exactly what could be expected from and was aspired by the simulation setup.

The simulated observations have finally been used in a least squares adjustment with VTD being used to calculate the theoretical delay. Thus, the reduced ob-

| Table 1 Rough estimate of the error budge for a VLBI observation at 30° elevation. Ionosphere and hydrostatic atmosphere are considered error free as perfect calibration and modeling can be assumed (RSS = Root Sum Squared). |
|-------------------|-----------------|
| Individual component \( c_{i} \) | ps |
| Correlation process | 8 ps | 8 |
| Ionosphere | 0 ps | 0 |
| Hydrostatic atmosphere | 0 ps | 0 |
| Wet atmosphere in zenith direction | 15 ps | 15 |
| mapping function | 1% | 1% |
| slant delay | at 30° | 30 |
| Clock | 17 ps | 17 |
| Instrumental delays electronics | 5 ps | 5 |
| paraboloid deformation | 6 ps | 6 |
| Geophysical model errors | 10 ps | 10 |
| RSS | 38 | 38 |

Fig. 3 Simulated stochastic delay variations (black solid line) at Fortaleza (Brazil) for quasar as well as for GEO observations. The individual components are shown by the dashed line: clock variations in light gray, atmospheric variations in dark gray and the white noise process in black.
servations (observed minus computed) are given only by the stochastic components of the simulated delays. Station positions and EOPs have been estimated as constant correction for the entire session. Furthermore, clock parameters relative to one reference clock have been estimated with second degree polynomials and additional hourly constant piece-wise linear functions (CPWLF). For the atmospheric variations, zenith wet delay has been estimated with hourly CPWLF, and gradients in north-south and east-west direction at the beginning and at the end of the session. Finally, for the GEO orbit, constant corrections in X-, Y- and Z-direction have been estimated for the entire session.

The post-fit residuals on two baselines are depicted in Fig. 4. No difference can be seen between quasar and GEO observations. Furthermore, the weighted root mean squared residual delay for the entire session is 32 ps. This is comparable to real VLBI sessions and also meets the error budget considerations.

When the a priori GEO orbits for the parameter estimation are changed by, e.g., 10 cm w.r.t. the orbits in the simulation run, the results are comparable. The residuals are almost identical and the orbit estimates are offset by the same value as the a priori orbit manipulations. So, these results validate the simulation and prove the suitability of the GEO observations for orbit determination within a standard VLBI session.

5 Conclusions and Outlook

A concept for the realization of a GEO satellite with a VLBI beacon on board has been presented. Together with equipment of other geodetic space techniques, this would provide a link in space and, thus, represent the counterpart to the local ties on Earth. The proposed signal characteristics are full band noise in eight 16 MHz channels for X-band and six channels for S-band which meets today's VLBI receiving systems. Additionally, a modulated narrow band signal in either channel is recommended to enable DOR. Beyond that, investigations concerning broad band noise for VLBI2010 compatibility should be done in the future.

Scheduling of VLBI sessions with a modified version of SKED has been done. In this way, an almost global observing network has been accomplished and realistic observations have been simulated. In a parameter adjustment, typical VLBI as well as orbit parameters have been estimated reliably.

Beside other realizations of the emitted signal, future investigations should be done concerning improved observation scenarios. For instance, quasar – GEO – quasar cycles are imaginable. In addition, the parameterization of the GEO’s orbit in the ICRF has to be done in a more sophisticated way, e.g., with Kepler elements and additional stochastic components. However, reasonable progress in this field might only be achieved within a combination of GNSS and VLBI observations.
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Co-location of space geodetics techniques in Space and on the ground


Abstract The most demanding goal of the Global Geodetic Observing System (GGOS) initiative is the definition of station positions to an accuracy of 1 mm and the corresponding velocities to 0.1 mm/year. Fundamental stations are core sites in this respect, because they collocate the geodetic relevant space techniques. However this requires unprecedented control over local ties, intra- and inter-technique biases. To improve the accuracy of the geodetic techniques, new concepts for the monitoring and controlling of local ties and biases have to be implemented. We are developing a symmetric two-way measurement technique to identify unaccounted system delays within and between the instrumentation of the Geodetic Observatory Wettzell. It requires redesign of the VLBI (Very Long Baseline Interferometry) phase calibration generator to be compatible with such an two-way measurement technique and VLBI2010. Another activity is the mapping of Global Navigation Satellite System (GNSS) satellites into the frame of the quasars using VLBI telescope, in geodetic mode. This corresponds to a collocation of geodetic techniques in space. The receiver of the 20 m radio telescope Wettzell (RTW) has been modified to measure the GNSS L1 signal without changing the physical reference point. Preliminary experiments have already been executed.

Keywords GNSS with VLBI, Two-way Measurement, L-band receiver

1 Introduction

All the major measurement techniques of the space geodesy are characterized by a very high measurement sensitivity, which resolves the measured quantities, such as the range to satellites or delays between radio telescopes for signals from quasars sources to about 1 part in $10^9$. While all the different observing stations have an impressive precision, the accuracy still carries biases in excess of estimated measurement precision. Within each of the techniques, these errors are minimized by a non linear data fitting process.

Fundamental stations on the other side are important, because they are providing a link from one measurement technique to the other. However this is also the link, where discrepancies between precision and accuracy become evident. The Geodetic Observatory Wettzell is one of these fundamental stations and has repeatedly carried out survey campaigns, which reproduce the geometric relationship between the various geodetic markers on the observatory with 2 mm accuracy. A history of nine such consistent campaigns covering more than 20 years in time has been built up in Wettzell. Summarizing up the results of the local surveys in Wettzell, one can conclude that local ties in Wettzell lies in order of 1-2 mm. It is well below the biases, which one can observe between different observations techniques. Therefore it is important to take a closer look on the intra-technique biases, to undertake every effort for its reduction. In Wettzell we are systematically working on new calibration techniques, which try to capture not measured biases.
2 Inter-Technique Comparison and Two-Way Measurement Concepts

The Two-Way-Time-Transfer (TWTT) method is a powerful tool for finding offsets and drifts in distributed timing systems (fig. 1). A highly reciprocal system with two highly resolving timers was developed at the Czech Technical University in Prague. The event timers use a measurement method that is based on the fact that a transversal SAW filter, which is excited by a short pulse generates a finite-time signal with highly suppressed spectra outside a narrow frequency band. It results from the sampling theorem, which tells, if the responses to two excitations are sampled at clock ticks, they can be precisely reconstructed from a finite number of samples. Then they can be compared to determine the time interval between the two excitations [Panek (2007)]. A detailed analysis of measurement errors of this method has been given in [Panek (2008-1)] and [Panek (2008-2)].

Using TWTT concepts the differences between the two clocks can be characterized to better than 1 ps between two points A and B with a distance of more than 100 m apart. The principal of operation consists of two steps. At first a pulse generator in the timer A generates a pulse, which is timed at both devices, using the interconnecting coaxial cable. Then the process is repeated with a pulse generator in the timer B passing through the cable in the other direction. From this pair of measurements the timescale offset between the two timers can be obtained as

\[ \Delta \tau = \frac{1}{2} (t_{B1} - t_{A1}) + (t_{B2} - t_{A2}). \]  

(1)

On the Geodetic Observatory Wettzell we have investigated the stability of the local time offset between the Caesium master standard and the GNSS laboratory. The results are given in fig. 2. Both event timers were connected to a local 100 MHz source at point A (time laboratory) and point B (GNSS room) derived from a common 5 MHz frequency distributor of the observatory. Timing the 1 pps pulses at the master clock and in the GNSS room with the TTWT concept provided a stable offset of around 549.7 ns over almost 20 days.

3 GNSS satellite observations

Observing the GNSS satellites with telescopes of the VLBI Service for Geodesy and Astrometry (IVS) in near real-time, with high precision and directly in the reference frame, which is defined by the extragalactic radio sources (International Celestial Reference Frame) is challenging, because it can be used for the combining of data from the Satellite Laser Ranging (SLR), the GRACE satellite mission, the DORIS systems, and from the GNSS receivers themselves [Dickey (2010)].

In order to facilitate the inter-technique comparison between GNSS and VLBI, we have added a receiver chain in parallel to the standard S band channel of the 20 m radio telescope Wettzell. The additional receiver allows the detection of L1-band signals of the GNSS satellites with VLBI, keeping the physical reference point of the feed (fig. 3 and 4). The new receiver chain was very helpful in establishing the total power level balance from GNSS satellites. We found that the limiting part of the S-band receiver chain cannot be found in the S-band Low Noise Amplifiers (LNAs), however there is a strong attenuation of the microwave component, which transfers circular to the rectangular waveguide.
To observe satellite passages with the 20 m radio telescope Wettzell, it was necessary to prepare suitable schedules for the NASA Field System, which is used to control the observation session. To enable this, the prediction software from the Satellite Laser Ranging System, which uses the orbit predictions in form of the Consolidated Prediction Format (CPF), was extended. Now it is able to produce elementary schedule files with pointing information for different time intervals with sampling steps of the passage greater or equal to one second. Another tested possibility was the direct usage of Two-Line Elements, which were converted to track points for the antenna control unit. The preliminary experiments were focused on finding a GNSS signal, which was recorded using the usual Mark5B system. With a preliminary Matlab script we generated Glonass ranging codes and performed a signal acquisition (fig. 5).

We are now working towards a number of common test measurements with the Onsala station. A first common observation with Onsala, Sweden was already possible. The used schedule for this satellite tracking was gently offered by the Joint Institute for VLBI in Europe (JIVE) and used right ascension and declination pointing data with sampling steps of 15 seconds. The first common experiment was already executed successfully. Correlations between the station Onsala and Wettzell were found during the correlation at JIVE. Currently the correlation results are under further analyses.

4 Conclusions

The Global Geodetic Observing System (GGOS) requires both, a reduction in measurement errors as well as a considerable reduction of systematic errors within the measurement techniques of space geodesy. At the same time, new demands like highly accurate time transfer emerge. Current geodetic observatories are not yet equipped for these demands. The Geodetic Observatory Wettzell has embarked on the modernization of the time and frequency distribution for all the techniques of space geodesy. It also applies highly resolving two-way time transfer techniques in order to find and eliminate unaccounted systematic errors within VLBI, SLR and GNSS. It must be well assisted by inter- and intra-technique collocations on ground and in space in response to the challenging GGOS demands.
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On the possibility of using VLBI phase referencing to observe GNSS satellites

V. Tornatore, A. Mennella

Abstract  The phase referencing technique is an observing method that could contribute to improve accuracy in GNSS satellite positioning and to obtain satellite coordinates directly in ICRF. However, the strong power emitted by the satellites compared to the very low emission of natural radio sources (calibrators) could represent a limiting factor. In fact, the satellite signal can be easily detected through near sidelobes when observing, at the same satellite frequency, the natural calibrator in the main beam. With this work we have run some simulations for some European VLBI antennas using the GRASP (General Reflector antenna Analysis Software Package) v.10 software to assess the relative power contribution of satellites in the near sidelobes when observing in L-band a natural calibrator in the main beam. For each examined station, we have evaluated the minimum angular distance between the satellite and the calibrator to avoid near-sidelobes straylight contamination from the satellite emission when the calibrator is tracked. A discussion of the obtained results is presented and possible observational methods are suggested.

Keywords  Phase referencing, GNSS, sky-tie

1 Introduction

Phase referencing is a successful and increasingly used phase-calibration scheme for VLBI. Two methods have been used extensively for phase-sensitive VLBI: astrometry phase delay fitting and phase-referenced mapping, the last one for imaging of some faint sources in case it is important to retain phase information (Lane and Muterspaugh (2007)).

In the phase referencing technique a target source is observed almost simultaneously by fast switching antennas, with an adjacent phase reference calibrator, most commonly a quasar. Fringe phase calibration values, of the known quasar, are applied to the fringe phases of the target source in order to compensate for the rapid target fringe phase fluctuations due to the turbulent media of the atmosphere, as well as to remove long-term phase drifts due to geometrical errors and smoothly variable atmospheric delay errors and instrumental errors.

The switching cycle time has to be typically shorter than a few minutes and the calibrator has to be located closely enough to the target (within a few degrees). Various astrometric observations in the VLBI field carried out with the phase referencing technique yielded to relative positions accuracy of the order of 10 μas (Asaki et al. (2007)).

Differential observations largely cancel the effects of the errors related to the terms of apriori geometric delay, propagation media (ionosphere and troposphere) and sum of instrumental errors. The difficulty is then to determine the integer number of of phase cycles needed to resolve the phase ambiguity for each interferometer phase delay. In phase delay fitting, this is accomplished iteratively through phase-connection e.g. Shapiro et al. (1979) and Martí-Vidal et al. (2008). When all integers, n, are determined, the phase delays are no longer ambiguous and can be used to estimate, via a weighted least-squares fit, the position of the radio source. In phase-referenced mapping, the integers, n, are not determined directly but rather implicitly, through the coordinates of the fiducial reference point in the map relative to the coordinates of the reference source (BarTEL (2003)).

High precision VLBI astrometry since the first phase-referenced VLBI observation (1971) has had
an important impact on many areas of astrophysics, physics, geophysics and spacecraft navigation. Here we will focus on space applications, some of the most recent achievements in this field are e.g. Very Long Baseline Array (VLBA) tracking of the Cassini spacecraft at Saturn, Jones et al. (2011) and ESA’s spacecraft Venus Express, Duev et al. (2012). For measuring the angular location of a spacecraft with respect to the background natural radio sources a variety of interferometric techniques can be used. Some of them are reviewed in Lanyi et al. (2007).

The general goal of this work concerns geodetic frame ties between the dynamic reference frame and the kinematically defined International Celestial Reference Frame (ICRF). As space probes we intend to use GNSS satellites which highly contribute to the materialisation of the International Terrestrial Reference Frame (ITRF).

First step of this work is to analyze if standard astrometric observing schemes, used e.g. for Deep Space navigation, can be used also with GNSS satellites for the determination of the angular distance between the satellite (target) and the natural radio source (calibrator). In Sec. 2 we simulate the antenna patterns of a few European VLBI antennas to get an indication on how secondary lobes decrease with respect to the main beam. In Sec. 3, knowing the satellite signal strength (we have used in this simulation the GLONASS constellation) we calculate the angular distance from the natural radio source where the satellite should stay to avoid that its signal contaminate the weak signal of the calibrator. Comments on obtained results are given in Sec. 4, where also alternative observing schemes are proposed.

2 Simulation with the software GRASP

The software GRASP allows the investigation of several particular antenna designs offering a wide diversity of possibilities for reflector profiles and feeds. We have used the GRASP to simulate radiation patterns both for reflectors and feeds for the three VLBI antennas: Medicina, Noto, Onsala85(25m). We have calculated the antenna beam pattern for the three stations at 1.6 GHz that is one of the frequencies where GLONASS satellites emit in L-band. The choice of GLONASS constellation depends on the fact that transmitted signals can be caught by all the three antennas, while the GPS frequencies are not covered by the L-band receiver of Medicina.

All the three antennas have a Cassegrain configuration with a parabolic primary dish and hyperbolic secondary dish. The L-band receiver is mounted in primary focus only at Medicina while for Noto and Onsala85 it is in secondary focus. Secondary focus or subreflector focus has a distance of 22.8 cm from the vertex of the paraboloid, for Medicina (and Noto too) while for Onsala it is 1,595 m.

Fig. 1 shows the GRASP 3D model of the three antennas, while the corresponding beam patterns are
shown in Fig. 2. The first sidelobe is between $-15$ dB and $-18$ dB from the main beam for Noto and Onsala, while it is around $-50$ dB for Medicina, meaning that the satellite power signal entering through first sidelobe will be cut down much more in Medicina rather than in Noto and Onsala.

### Table 1

<table>
<thead>
<tr>
<th>Antenna</th>
<th>$\rho_1$</th>
<th>$\alpha_1$</th>
<th>$\rho_2$</th>
<th>$\alpha_2$</th>
<th>$\rho_3$</th>
<th>$\alpha_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medicina</td>
<td>$2 \cdot 10^{10}$</td>
<td>$&gt; 30^\circ$</td>
<td>$2 \cdot 10^9$</td>
<td>$&gt; 30^\circ$</td>
<td>$2 \cdot 10^8$</td>
<td>$&gt; 7^\circ$</td>
</tr>
<tr>
<td>Noto</td>
<td>$2 \cdot 10^{10}$</td>
<td>$&gt; 30^\circ$</td>
<td>$2 \cdot 10^9$</td>
<td>$&gt; 30^\circ$</td>
<td>$2 \cdot 10^7$</td>
<td>$&gt; 30^\circ$</td>
</tr>
<tr>
<td>Onsala</td>
<td>$2 \cdot 10^{10}$</td>
<td>$&gt; 30^\circ$</td>
<td>$2 \cdot 10^9$</td>
<td>$&gt; 30^\circ$</td>
<td>$2 \cdot 10^7$</td>
<td>$&gt; 30^\circ$</td>
</tr>
</tbody>
</table>

Table 1 Minimum angular distance between the calibrator and the satellite beyond which the satellite contribution is less than the calibrator.

### 3 Determination of the minimum angular distance between the satellite and the calibrator

When the calibrator is tracked in the main beam, the received power from the satellite must be not higher than that from the natural radio source, in order to avoid contamination from the satellite emission entering through the sidelobes. We have defined a coefficient $\rho$:

$$
\rho \approx \frac{S_{\text{sat}} \cdot \Delta \nu_{\text{sat}}}{S_{\text{Q}} \cdot \Delta \nu_{\text{Q}}},
$$

where $S_{\text{sat}}$ and $\Delta \nu_{\text{sat}}$ are respectively the flux density of the satellite (in Jy) and the recorded bandwidth of the satellite in MHz. $S_{\text{Q}}$ and $\Delta \nu_{\text{Q}}$ are the corresponding quantities for the quasar (radio source calibrator). The flux density of the satellite ($\approx 4 \cdot 10^8$ Jy) is that received at a point on the Earth surface, considering that a GLONASS satellite antenna transmits an EIRP (Equivalent Isotropically Radiated Power) in a cone of $38^\circ$ amplitude equal to 500 watt (or $\approx 27$ dBW). The distance of a GLONASS satellite from the Earth surface is of 19,100 km. Concerning the calibrator flux density we have taken a value of 0.2 Jy, that is a good reference number since there are more than 1000 suitable calibrator sources in the sky with this flux (see http://astrogeo.org/rfc). The coefficient $\rho$ has been evaluated in three different cases changing the satellite and calibrator bandwidths:

$\rho_1 \approx 2 \cdot 10^{10}$ ($\Delta \nu_{\text{sat}} = 10,22$ MHz, $\Delta \nu_{\text{Q}} = 1$ MHz)  
$\rho_2 \approx 2 \cdot 10^9$ ($\Delta \nu_{\text{sat}} = 10,22$ MHz, $\Delta \nu_{\text{Q}} = 100$ MHz)  
$\rho_3 \approx 2 \cdot 10^7$ ($\Delta \nu_{\text{sat}} = 1,022$ MHz, $\Delta \nu_{\text{Q}} = 100$ MHz)  

as it is shown in Table 1. We now determine the minimum angular distance of the satellite from the calibrator, $\alpha_{\text{min}}$. We determine this angle by looking, in the beam patterns of the three antennas, the value of the angle at which the sidelobes level reduce the ratio, $\rho$ to a value close to unity. This means that for angles larger than $\alpha_{\text{min}}$ the power received by the satellite will be less than the power received from the calibrator.

In the three cases above, the level of power suppression needed to obtain $\rho \sim 1$ is, respectively, $-103$ dB, $-93$ dB, and $-73$ dB.

Fig. 2 VLBI radiotelescope optics simulated with GRASP, in the order from top to bottom: Medicina, Noto, Onsala.
Looking at the results, we find only one case (for the Medicina antenna) where the angle (satellite-calibrator) has a value at least comparable with values necessary to use the phase referencing technique. It is worth to note that even if Medicina and Noto are twin telescopes, the optics are different when the L-band receiver is used, in fact the receiver is put in primary focus at Medicina and in secondary focus at Noto. This explains why the peak of the first sidelobes of Medicina beam has an attenuation of -50 dB.

4 Conclusions

Considering the GLONASS constellation we have run some simulations with the software GRASP on three European VLBI antennas. To avoid that the satellite signals entering trough the first sidelobes contaminate the calibrator signal (observed in the main beam), we have found, for all examined the stations that the angular distance between satellite and calibrator should be really large with respect to the values (3-5 deg) recommended to be used for phase referencing. Only in one of the three simulated cases, Medicina presents a values lower than 10 degrees but still rather large. It’s good practice that satellite and calibrator are angularly very near if we want to use calibrator information to make corrections of some systematic effects common to the satellites and calibrator. Of course calibrators of high power (1-2 Jy) on a larger recorded bandwidth would allow to decrease the angle between the satellite and calibrator. But the it seems that the key role is played by telescope optical configuration.

To take the advantages of the phase referencing technique, we indicate some possible scenarios in the following.

1) To investigate on a kind of phase referencing technique that makes use of a calibrator frequency different enough with respect to that of the satellite to avoid frequency interferences. At the same time calibrator frequency has to be fairly equal to those of the satellites in order that common systematic effects frequency dependent can be corrected anyhow.

2) To explore how to avoid receiver saturation by the strong signal satellite, (e.g. using automatic attenuation), to observe simultaneously the target and the calibrator, so-called same-beam calibration and take into account phase distortions due to observations carried out within a sidelobe (see Goossens et al. (2011)).

3) To use a MultiView approach e.g. to use multiple high-quality calibrators arranged around the target to reconstruct the ionospheric phase correction required in the direction of that target. The interpolation of the required phases, accounting for linear variations across the field, reduces considerably the need to have the calibrators close to the target (Dodson et al. (2013)).

4) To observe one quasar that is very close to the satellite at station number 1 and in some deg from the satellite at station number 2, then observe another calibrator which is close to station number 2.

Some of these observing schemes have the advantage to have been tested already in some deep space missions and they need only to be tested on Earth orbiting satellites, others have to be tested for the first time with observations and, or simulations.
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4-station ultra-rapid EOP experiment with e-VLBI technique and automated correlation/analysis


Abstract Since 2007, the Geospatial Information Authority of Japan (GSI) and the Onsala Space Observatory (OSO) have performed the ultra-rapid dUT1 experiments, which can provide us with near real-time dUT1 value. Its technical knowledge has already been adopted for the regular series of the Tsukuba-Wettzell intensive session. Now we tried some 4-station ultra-rapid EOP experiments in association with Hobart and HartRAO so that we can estimate not only dUT1 but also the two polar motion parameters. In this experiment a new analysis software c5++ developed by the National Institute of Information and Communications Technology (NICT) was used. We describe past developments and an overview of the experiment, and conclude with its results in this report.

Keywords ultra-rapid, EOP, UT1-UTC, e-VLBI, c5++

1 Background

In 2007, the Geospatial Information Authority of Japan (GSI), the National Institute of Information and Communications Technology (NICT), the Onsala Space Observatory (OSO), and the Metsähovi Radio Observatory started the Japan-Fennoscandia ultra-rapid dUT1-project by using e-VLBI technique. The purpose of the project is to derive UT1-UTC as soon as possible. In order to realize this, data transfer to correlator should be real-time or near real-time, and some following processes; data format conversion, correlation processing, and analysis, should be automated and made closer to real-time.

So far a few dozens of experiments have been implemented. We succeeded in deriving dUT1 within 4 minutes after the end of the last scan from observed data of Tsukuba-Onsala east-west stretching baseline shown in Fig. 4 (Matsuzaka et al., 2008). Since 2009, the method has been applied to the regular IVS sessions and consecutive dUT1 time series has been obtained (Matsuzaka et al., 2010). In CONT11 campaign performed in 2011, also from Tsukuba-Onsala baseline, a 15-day continuous dUT1 time series was derived. After that, a multi-baseline experiment with Tsukuba-Hobart north-south baseline was also implemented in order to estimate not only dUT1 but also polar motion parameters (Kokado et al., 2012).

Fig. 1 The data transfer from Onsala to Tsukuba.
2 Data flow and analysis strategy

Fig. 2 shows the data flow of the experiment. The data from Sweden and Australia were transferred to Tsukuba correlator in real-time by Mark5A/PCEVN or in near real-time every scan. Since the system of Tsukuba correlator processes with K5 data format, the format conversion to Mark5 is required. The conversions are processed on eight servers distributedly. After K5 data makes a pair of baseline, a distributed correlation processing starts with 48 processing sockets in 16 servers. Since these servers access their data disk drives in the format conversion and the correlation processing, our system is adopting not NFS but Lustre File System to avoid the bottleneck of the disk accessing. The correlator outputs were reduced and the solutions were derived using fully automated VLBI analysis software c5++ (Hobiger et al., 2010). In order to automate and stabilize the whole sequence of processes, we developed some management programs shown in Table 1. The “rapid” program family is written in Perl, and users can execute the ultra-rapid data processing by issuing easy commands with the experiment code and the name of involved stations. A solution at the middle of the designated time window (ex. 6 hours) was derived from the analysis for the correlator outputs in the window. Once a correlator output comes up, the window slides forward, and the next solution is derived from next dataset in this window. It is so-called “sliding window approach”. By repeating this process, a dataset of the sequential solutions is yielded.

![Fig. 2 Data flow of the ultra-rapid e-VLBI experiment.](image)

<table>
<thead>
<tr>
<th>Name</th>
<th>Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>rapid_transfer</td>
<td>executes tsunami/tsunamid and transfers data from station to correlator.</td>
</tr>
<tr>
<td>rapid_conv</td>
<td>converts the data from Mark5 to K5 if needed.</td>
</tr>
<tr>
<td>rapid_cor</td>
<td>runs fringe search and main correlation processing sequentially.</td>
</tr>
<tr>
<td>rapid_komb</td>
<td>generates the bandwidth synthesis outputs.</td>
</tr>
</tbody>
</table>

3 4-station/6-baseline experiments

Since 2011, the 4-station/6-baseline experiments adding HartRAO (26-m or 15-m) into Tsukuba-Onsala-Hobart network have been implemented (Fig. 3). The c5++ software has been upgraded to the version of 2012 July in order to estimate not only dUT1 but also polar motions. This version supports a multi baseline network, favorite parameterization, and SINEX output too. In case of dUT1 estimation so far, since the polar motion parameter is dealt with as known parameter, the error of polar motion would be unnecessary offset for the estimated dUT1 with respect to the probable value. It is desirable for avoiding the issue to estimate the whole three EOPs simultaneously.

So far the 11 regular IVS sessions that include at least three stations of four (Tsukuba, Onsala, Hobart, and HartRAO) were implemented as the ultra-rapid EOP experiment. The six sessions of them added Hobart or HartRAO 15-m by so-called “tag-along”, which is a function of SKED to add stations into an original VLBI schedule (Table 2). When the whole processes were carried out smoothly, 90% of the total solutions were derived within 10 minutes (Fig. 4).

As concerns the evaluation of estimated parameters, the poor network geometry of the set of observed baseline data in the sliding window causes some large outliers or uncertainties. It is because the IVS original schedule is not optimized for Hobart and the number of the scans of Hobart is quite a few. Then the ratio of east-west baseline and north-south baseline inclines to either of them. It is improved to some degree by making the dedicated schedule for these four stations. The five experiments with the dedicated schedule were done from November 2012 to February 2013 (Table 3). In the UR1301 in January, which was a 2.5-day long schedule, the EOP was estimated with 2-hour sliding window strategy. Fig. 5 shows the EOP time...
series of the near real-time c5++ solutions and the 1-hour piece wise liner Calc/Solve solutions, and Fig. 6 shows the network geometry of each solution represented as the rate of the number of observations for east-west baseline, north-south baseline, and the others. Partially, the rate of east-west baseline extremely low, and then the c5++ solution deviates from the prediction. On the other hand, in the periods that include both east-west and north-south baselines with a well-balanced rate, the solutions are consistent with the prediction and Calc/Solve solution. Therefore, in order to estimate whole three EOPs, the 4-station/6-baseline network is a bit poor in geometry, and for more stable sequential EOP solutions, the network like the IVS-R series including globally-distributed at least 8 stations is needed.

![4-station/6-baseline network](image)

**Fig. 3** The 4-station/6-baseline network consists of Tsukuba, Onsala, Hobart, and HartRAO.

**Table 2** Recent ultra-rapid EOP experiments behind the IVS regular session.

<table>
<thead>
<tr>
<th>Session</th>
<th>Date</th>
<th>Time</th>
<th>Stations</th>
<th>#obs. (cor/skd)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IVS-R1554</td>
<td>OCT10</td>
<td>17:00</td>
<td>HbOnTs +Hb</td>
<td></td>
</tr>
<tr>
<td>IVS-R1555</td>
<td>OCT15</td>
<td>17:00</td>
<td>HbOnTs +Hb</td>
<td></td>
</tr>
<tr>
<td>IVS-R1561</td>
<td>NOV26</td>
<td>17:00</td>
<td>HbOnTs +Hb</td>
<td></td>
</tr>
<tr>
<td>IVS-R1563</td>
<td>DEC10</td>
<td>17:00</td>
<td>HbOnTs</td>
<td></td>
</tr>
<tr>
<td>IVS-RD1210</td>
<td>DEC11</td>
<td>17:30</td>
<td>HbOnTs</td>
<td></td>
</tr>
<tr>
<td>IVS-R1564</td>
<td>DEC18</td>
<td>17:00</td>
<td>HbOnTs</td>
<td></td>
</tr>
<tr>
<td>IVS-R1569</td>
<td>JAN22</td>
<td>17:00</td>
<td>HbHbOnTs</td>
<td></td>
</tr>
<tr>
<td>IVS-R1570</td>
<td>JAN28</td>
<td>17:00</td>
<td>HbOnTs</td>
<td></td>
</tr>
<tr>
<td>IVS-RD1301</td>
<td>JAN29</td>
<td>17:30</td>
<td>HbOnTs +Hb</td>
<td></td>
</tr>
<tr>
<td>IVS-R1573</td>
<td>FEB18</td>
<td>17:00</td>
<td>HbOnTs +Ht</td>
<td></td>
</tr>
<tr>
<td>IVS-T2088</td>
<td>FEB19</td>
<td>17:30</td>
<td>HbOnTs +Hb</td>
<td></td>
</tr>
</tbody>
</table>

**4 Summary and future plan**

For the purpose of near real-time EOP estimation, some 4-station/6-baseline ultra-rapid EOP experiments with the dedicated schedule were implemented. On
the whole, we succeeded in the smooth and near real-time data processing and analysis. Besides, in the periods of poor network geometry in schedule, the solution diverges and it does not seem to estimate EOP correctly. More stations and baselines may resolve this issue, but it is not easy in terms of the capacity of the simultaneous data transfer and the throughput of the Tsukuba correlator, and whether the 5th and 6th stations connected to broad-band network were found or not. After this, some improvements like reconsidering of analysis strategy, upgrade of c5++ for Kalman filter, and real-time transfer of the Mark5B data, are expected.

Fig. 6 The network geometry represented as the rate of observations.
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The effect of the systematic error in the axis offset value on the coordinates estimated in VLBI data analysis

U. Kallio, N. Zubko

Abstract  The axis offset is usually considered as a constant value in the geodetic VLBI analysis. In azimuth-elevation type of telescope the systematic error in the axis offset is mostly projected to the vertical direction, since the influence on the horizontal direction is eliminated by the observation scheme, where the distribution of azimuths of the radio sources is almost uniform. We examined the effect of the axis offset by estimating the coordinates of the Metsähovi radio telescope with various axis offset values. The new value of the axis offset -3.6 mm was estimated from local tie measurements performed during the geo VLBI sessions since 2008. The offset is different from the earlier value +5.1 mm estimated using the time delay observations (Petrov, 2007). We investigated the effect of the changing the offset on the coordinates by analyzing the geodetic VLBI campaigns with the old and the new axis offset values. The difference between old and new coordinates shows that the agreement between the vectors from the IGS GPS point METS to the reference point of the VLBI telescope Metsahov calculated from ITRF coordinates and estimated from local tie data could be better when using the new value.

Keywords  Axis offset, VLBI, Local tie

1 Introduction

The axis offset is the distances between the reference point and elevation axis. The reference point of the VLBI telescope is in the primary axis at the point where the distance, to the secondary axis is the shortest (Dawson, 2007). The sign of the offset is minus if the direction from reference point to the elevation axis is opposite to the opening direction of the dish. The negative offset value is possible only with azimuth-elevation type of telescopes. In VLBI data processing the influence of the axis offset on the time delay observation is corrected.

The effect of the erroneous axis offset has been studied earlier for example by Ray (Ray, 1993). He generated the time delay observations by adding the contribution of 1 cm increase of the axis offset to the theoretical observations and then estimated the baseline GRAS-FT VLBA using the original offset value. The position offset due to error in axis offset was almost -1 cm in vertical direction at FT VLBA.

The axis offset is a property of the telescope but it can change due to the repair work at the station as reported by Kurdubov (Kurdubov, 2010). He compared the axis offset values derived from time delay observations of the single VLBI sessions, from the global solutions and from local tie at SVETLOE. He also detect the differences between axis offset values derived from local tie and from the VLBI data (Kurdubov, 2010). In our case the installation of the secondary mirror for geodetic VLBI hardly change the axis offset.

The contribution of the axis offset to the signal arrival time is the projection of the axis offset to the direction of the coming wave front devided by the velocity of light and depends on the elevation angle. The influence of the axis offset on the estimated coordinates is visible in vertical direction (Ray, 1993), because the effect in the horizontal direction vanishes when all azimuth positions are included (Fig. 1).

The coordinate difference Metsahov-METS calculated from the ITRF coordinates differs from the local tie vector by 0.025 m (ITRF, 2008) in vertical direction. One of the reasons for the discrepancy might be the wrong axis offset value. Another important circumstance, which should be taken into account is that the local tie vector between METS IGS point and the reference point of the Metsahovi VLBI telescope was not available during the release of the ITRF2008.
The position vector of a target (or a GPS-antenna attached on a radio telescope) $X$ is the sum of three vectors in cartesian system: the position vector of the reference point $X_0$, the axis offset vector $(E - X_0)$ rotated by angle $\alpha$ about the azimuth axis $a$ and a vector from the eccentric point $E$ to the antenna point $p$ rotated about the elevation axis $e$ by angle $\beta$ and about the azimuth axis by angle $a$. Unknown parameters are $X_0$, $E$, $a$, $e$, and $p$. Observations are coordinates $X$ for each antenna point and epoch, and VLBI antenna angle readings $\alpha$ and $\beta$ for every epoch. The estimated values of $E$, $e$ and $p$ are those of an antenna initial position which may be zero for both angles. The rotation matrices $R_{\alpha,a}$ and $R_{\beta,e}$ are rotations about the axes.

The basic equation and the rotation matrix of our model are

$$X_0 + R_{\alpha,a}(E - X_0) + R_{\alpha,a}R_{\beta,e}p - X = 0$$ (1)

Because the rotation axes are unit vectors and the reference point is the intersection of the primary axis with the shortest vector between the primary and secondary axis (Dawson, 2007), four conditions between parameters are necessary:

$$a^T a - 1 = 0,$$ (2)

$$e^T e - 1 = 0,$$ (3)

$$(E - X_0)^T a = 0,$$ (4)

$$(E - X_0)^T e = 0$$ (5)

The axis offset is the distance between the reference point and the eccentric point:

$$AO = \sqrt{(E - X_0)^T (E - X_0)}.$$ (6)

The standard deviation of axis offset is calculated applying the variance propagation law. We extracted the part of the covariance matrix which includes the reference point coordinates and the coordinates of the point in elevation axis $C_{X_0,E}$ and used the Jacobian matrix $J$ for the standard deviation of the AO.

$$\sigma_{AO} = \sqrt{JC_{X_0,E}J^T}$$ (7)

$$J = \begin{pmatrix} -(E - X_0)^T & (E - X_0)^T \end{pmatrix}$$ (8)

### 3 Axis offset determinations at Metsähovi radiotelescope

In the table 1 we have compiled axis offset determinations of Metsähovi VLBI telescope. The offset values by Petrov and by Gordon are based on time delay observations (Petrov, 2007), (Petrov, 2013), (MacMilan, 2013) and (Gordon, 2012) and the offsets by Kallio on the local tie data. The offset value (Kallio 2009) is based on terrestrial measurements (Fig. 2). We must point out that it is a single determination with very small number of datapoints, because indirect measurements with tacheometers were possible to perform only in few azimuth positions of the telescope (Fig. 2). The offset value (Kallio 2010) is based on the kinematic GPS trajectory points of four campaigns measured in 2008 and in 2009 and the terrestrial and static GPS local tie campaigns in 2008 and 2009. The offset value (Kallio 2013) is based on kinematic GPS trajectory points of 14 campaigns from 2010 to 2012.

We have determined the local tie between IGS station METS and VLBI antenna reference point with
regularly kinematic GPS measurements during the geo-VLBI campaigns since December 2008. Because the first experimental campaigns gave promising results, we have continued the measurements during every VLBI campaign. Besides the coordinates of the reference point we estimate also the axis offset and the orientation of the antenna for every campaign. We reported the discrepancy of the offset values of local ties and the offset value in Antenna information file already in 2010 (Kallio, 2012). Now after repeated measurements we can give campaign based estimates for axis offset. Axis offset should be an instrument specific constant. However, our axis offset estimates which are based on the kinematic trajectory points varies between campaigns from +2mm to -9mm being mostly negative. This variation can be due to systematic behavior of the telescope that we can not yet take into account. Almost all our estimates are negative, but the variation is too high to rely on results of the single campaign. For this reason we estimated the axis offset using the datapoints of 14 succesful 24 hour campaigns (Fig. 2) measured during geo-VLBI campaigns 2010-2012. After rejecting the outliers more than 84000 kinematic GPS positions on the dish edge of the VLBI antenna were used in final reference point and axis offset estimation. Before the estimation the thermal deformation of the antenna were corrected point by point. Datapoints included in adjustment of the reference point were more than 84000.

Petrov estimated the new axis offset of Metsähovi antenna in 2013 by making the global solution, using all the VLBI data from 1980.04.11 through 2013.04.02 and he suggested the zero offset value should be used (Petrov, 2013/2) (Petrov, 2013). Our estimated value is negative and the latest estimate reported by MacMillan (Gordon, 2012) is also negative.

The formal errors of our estimates for campaign based solutions are from 0.3 to 1.0 mm which are all too optimistic. If we take the standard deviation of mean of the estimates from campaign based local tie offsets we get 1 mm precision. However combining all the datapoints of all campaigns is better choice than the mean value, because the number of datapoints used in the estimations differs in campaigns. The formal error in combined solution is not the total uncertainty but include actually only the geometric precision in one sigma level. The kinematic GPS method has turned out to be good method for reference point estimation but used for estimating the axis offset it is not highly accurate. In order to verify the results we need to complete our terrestrial measurements under the radome. We have determined the reference point and axis offset with terrestrial method (Kallio 2010 in Table 1), but the dataset of space intersections with two precision tachymeters cover only a small part of the antenna positions. The one reason for the variation of campaign based values of the axis offset may be the unstable axis. It seems that the tilt of the axis changes as a function of the azimuth.

### Table 1 Axis offsets from different sources

<table>
<thead>
<tr>
<th>Reference</th>
<th>Offset [mm]</th>
<th>Formal Precision [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Petrov 2007</td>
<td>+5.1</td>
<td>3.7</td>
</tr>
<tr>
<td>Gordon 2012</td>
<td>-2.3</td>
<td>2.4</td>
</tr>
<tr>
<td>Petrov 2013</td>
<td>+1.6</td>
<td>2.2</td>
</tr>
<tr>
<td>Kallio 2009</td>
<td>+0.3</td>
<td>0.2</td>
</tr>
<tr>
<td>Kallio 2010</td>
<td>-2.1</td>
<td>0.3</td>
</tr>
<tr>
<td>Kallio 2013</td>
<td>-3.6</td>
<td>0.1</td>
</tr>
</tbody>
</table>

4 VLBI data processing and the influence of the axis offset on the estimated coordinates

In order to reveal the influence of the axis offset value on the estimated coordinates, we made a simple test using the offset value of -3.6mm estimated from the local tie measurements instead of the the value +5.1mm estimated from the VLBI time delay observations (Petrov 2007) and calculated the coordinates for Metsahov with the VieVS software. All other settings in VLBI analysis were same. In our study
only geo VLBI sessions which included Metsähovi station were selected. Coordinates were estimated with old and new offset values. The comparison of obtained results shows the difference of 1cm in the up component. In horizontal direction the changes were almost insignificant as was expected. We rejected one campaign because of obvious errors in data or data processing. The elevation of Metsahov is lower when using the new offset value and thus agree better with the local tie solution. The result indicates that one source of the discrepancy may be the axis offset. However, there is still a 1.5 cm difference to explain. It may be due to the fact that METS-Metsahov local tie was not included in the ITRF2008 solution because it was not available. Because the solutions with old and new axis offsets are highly correlated, we can see the influence on the coordinates, although the precisions of the coordinate solutions are not good. When we compare the results of the old and the new solution, we are not able to see any decrease of the absolute values of the residuals in the new solution, because deviation of the observations of Metsahov is too big.

5 Discussion

Our results agree with the results of Ray (Ray, 1993). In our study we didn’t touch the observations but use the different offset values in data processing and compared the results. If we assume that we actually has -3.6 mm axis offset but we use the offset value of +5mm in estimation we can expect about +9mm positional offset. Our test show that error in axis offset value can have significant biases in coordinates in vertical direction.

One of the tasks of the IERS WG on site ties and co-locations is to find out the systematic technique specific errors. We calculated the new axis offset and estimated the VLBI coordinates of Metsähovi VLBI reference point with old and new offset value using VieVS software. The Analysis of difference between the old and new coordinate solutions indicate that better agreement between GPS based local tie and VLBI coordinates might be achieved with the new offset value.

Which offset value should we use in VLBI analysis? Our latest value -3.6 mm is based on a huge amount of data where the single data point is not accurate. The offset value estimated using only the terrestrial data give zero offset with small amount of accurate datapoints with poor geometry. The offset values based on the time delay observations indicate the zero offset. In our Poster in EVGA meeting we proposed the new value -3.6 mm, because using it the agreement with local tie results is better. Our test shows only the influence on the coordinates but it doesn’t prove that some of the values is the least erroneous. In the case of Metsähovi it may be the safest to use zero offset proposed by Petrov (Petrov, 2013/2) although the offset value based on more than 84000 datapoints say different. We will continue our study and try to find out the influence of wobbling of the axis on the reference point and on the axis offset. We will also try to complete our terrestrial measurements.
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On the monitoring model of reference point of VLBI antenna

J. Zhang, J. Li

Abstract By parameterizing the rotation of VLBI antenna and modeling in local control network the coordinates of targets fixed on the antenna, it is expected to perform fully automatic monitoring of antenna parameters without any interference to normal operations of the telescope. Some insights and analysis are presented concerning the mathematical monitoring model, the setting of parameters and selection of constraints to the observation equation, which are verified via data simulation analysis to be rational and effective. Some factors which may affect the estimation precision of antenna parameters are analyzed in order to design and develop monitoring procedure, data analysis software and to make necessary preparation to practical application of the new monitoring concept of VLBI antenna.

Keywords VLBI · reference point · axis offset · monitoring model · data simulation

1 Introduction

Since its birth from 1960s the Very Lone Baseline Interferometry (VLBI) has significantly contributed to astrometric and geodetic studies, for instance in the realization of International Celestial Reference Frame (ICRF) as well International Terrestrial Reference Frame (ITRF), and the precisely determination of modern crustal movement, Earth Orientation Parameters (EOP) and so on. VLBI could also contribute to space explorations, for example, in the lunar exploration project of China it is applied to track the orbit of Chang'E satellite.

In the application of VLBI to astrometric and geodetic researches, it is expected that the observed time delay only reflects variations of reference point of an antenna resulted from EOP, crustal motion and so on, rather than those relative to the local control network. That without taking into consideration of local movements of reference point could result in systematic change of the time series of VLBI observations, or such local movements may even be wrongly attributed to other physical reasons and mislead scientific studies and analysis. Therefore the precisely monitoring of reference point in the local control network has been one of the major concerns in the research field of astrometry and geodesy.

According to the technical specifications of the next generation of VLBI systems, the VLBI2010[1], the station coordinates and velocities will be determined in the precision of 1mm and 0.1mm/year, and the EOP will be continuously observed. It is therefore of importance to improve the monitoring precision of reference point of VLBI antenna as well as to realize continuously and real-time monitoring.

2 Parameterized model of antenna rotation

2.1 The reference point of VLBI antenna

The reference point is usually within the structure of a VLBI antenna. It is a geometric point rather than a physical one. Its position usually can not be measured directly but indirectly. For an ideal antenna system of azimuth-elevation (Az-El) mount, the primary axis (azimuth) is fixed on the ground, and is perpendicular to and intersects with the secondary axis (elevation). The reference point is defined as the intersection of the two axes[2].

However, the diameter of a practical VLBI antenna is usually larger than 10 m. For example the newly
constructed VLBI antenna at Shanghai has an aperture of 65 m in diameter, and some international radio telescopes have apertures as large as 100 m. For large scale antennas the manufacture and installation errors of the plates of reflection surface and mechanical structure, the complicated building and construction procedure as well as deformations due to gravity, temperature and pressure changes related to limitations of material, which are all impact factors lead to that the two axes are not perpendicular to and intersect with each other as well as the change of axis offset with antenna orientation and time, and which further lead to detrimental effects on the delay observations \cite{3,4}. The reference point is thus defined as the intersection of the common perpendicular of axes on the primary axis, and the length of common perpendicular is taken as the axis offset.

2.2 The monitoring model of VLBI antenna

By taking into consideration of the antenna mount style and site condition, and through parametrization of antenna rotation, the coordinates of targets fixed on the antenna structure are mathematically modeled\cite{5–10}. The parameters of the rotation model of antenna are then solved via data processing. The advantage of such monitoring concept is that the normal operation of telescope would not be interrupted, and the antenna monitoring would be realized during astrometric and geometric VLBI observations. Using this concept, it is expected to perform fully automatic monitoring of VLBI antenna parameters with high precision. The geometric model of antenna based on Az-El style is showed in Fig.1.

![Fig. 1 Geometric demonstration of VLBI antenna monitoring.](image)

The related reference frames and characteristics are as follows:

1. The local reference frame, denoted as $O-ijk$, which represents the local control network surrounding the telescope, whose origin is at point $O$, and (i, j, k) are the triad vectors, corresponding respectively to east, north and up. Suppose the coordinates of all the network control points are already known through ordinary geodetic measurements, and the transformation of rotation and translation between the local frame and ITRF has been established via for instance GPS observations.

2. The telescope reference frame, whose origin is at the reference point $F$, the third coordinate axis is along $a$ directing approximately to up, the first and second coordinate axis approximately directs to east and north respectively.

3. The dish-fixed frame, which is fixed on the secondary axis of the antenna. The origin is as point $S$, the intersection of common perpendicular of $a$ and $e$ on $e$. The first coordinated axis is $e$, the second is $f$, the third is corresponding to but may not be exactly coincided with $a$.

2.3 Analysis of monitoring models

The antenna rotation model is mathematically expressed as:

$$\mathbf{OT} = \mathbf{OF} + R_d(A)f(a \times e) + R_e(A)R_t(E)\mathbf{ST}$$  \hspace{1cm} (1)

where, $\mathbf{OT}$ is the position vector of point $T$ in $O-ijk$, obtained via positioning observations. $\mathbf{OF}$ is the position vector of reference point $F$ in $O-ijk$, constant with the change of antenna orientation. $\mathbf{ST}$ is the position vector of target $T$ in the dish-fixed frame. $f$ is the axis offset of VLBI antenna. $(A,E)$ are the antenna azimuth and elevation angles. $R_d(A)$ and $R_t(E)$ are rotation transformation matrixes around respectively axis $a$ and $e$ by angle $A$ and $E$.

In summary, $\mathbf{OF}$, $f$, $a$, $e$ and $\mathbf{ST}$ are unknowns, among which $e$ and $\mathbf{ST}$ are corresponding to the antenna state as $A=0$ and $E=0$. The following constraints are applied to the Eq (1):

$$|a| = 1, |e| = 1$$  \hspace{1cm} (2)

$$\mathbf{OS} = f(a \times e) + \mathbf{OF}$$  \hspace{1cm} (3)

That is the modulus of $a$ and $e$ are constrained to be unit, and the axis offset is $f = \left| \mathbf{OS} - \mathbf{OF} \right|$. The orientation deviation compared with the design could be deduced from the solutions to $a$ and $e$, and the intersec-
The iteration procedure will be terminated when the absolute of corrections to parameters are less than 1×10⁻⁶ or the number of iterations is over 50.

Due to the added noise to observations there are fluctuations among the results of independent simulations even with same setting of initial conditions. Though the general characteristics of solved parameters are not confused by the fluctuations, the following simulation results are all the average of multiple independent simulations in order to suppress the detrimental effect of added noises.

The monitoring model adopted in data simulation is showed by Eq (1). We concerned the effect on estimation precision of antenna parameters by the factors including 1) the number of observations, 2) the positioning precision of targets, 3) the detection and deletion of outlier observations, 4) the distribution of targets along the edge of antenna dish, 5) the dynamical range of adopted initials of parameters and so on.

3 Simulation examination and analysis

Preset the antenna parameters in local reference frame and the positions of targets in dish-fixed frame, taken as true values of unknowns and denoted as True, which are substituted into monitoring models Eq (1) to calculate the coordinates of targets in the local control network, which after added with some noises and then are taken as the positioning observations of targets, denoted as O. Take the deviated True values as adopted initials of estimated parameters, then substituted into monitoring models to calculate the theoretical observations, denoted as C. Via linearization of observation equation to iteratively solve for the corrections to adopted values of parameters by least squares adjustment of (O-C), and finally get the estimated values of parameters, denoted as Est.

Except for specific instructions, the simulation conditions are set as that there are four targets uniformly distributed along the edge of antenna dish and with 60 antenna orientations. The elevation is within 10 to 82 degrees with a step as 8 degrees, that for azimuth is from 0 to 360 degrees and with a step determined by the number of orientations. The antenna orientation (A,E) is given by the driving system and is taken as precisely known. The axis e is approximately to the east at when the antenna is at rest. The standard deviation of coordinate component of target positioning observation is σ₀ = 5mm. The relative deviation of the adopted initials of parameters is 5%, that is Est= (1-5%) True. The iteration procedure will be terminated when the absolute of corrections to parameters are less than 1×10⁻⁶ or the number of iterations is over 50.

Fig. 2 Deviation of the estimated reference point position and axis offset versus the number of targets fixed on VLBI antenna.

Fig. 3 Deviation of the estimated reference point position and axis offset versus the number of VLBI antenna orientations.

Fig. 4 Deviation of the estimated reference point position and axis offset versus the uncertainty of target positioning observations.

Fig. 5 Deviation of the estimated reference point position and axis offset after the observation edition.
According to Fig. 2 and Fig. 3, it is clear that, the increase in targets or in antenna orientations are all corresponding to the increase in target positioning data points, and so the increase in the number of observation equations, which is therefore understandable to improve the estimation precision of parameters in the sense of least squares adjustment. With the same number of observations, the determination precision of parameters is mainly dependent on the observation uncertainties, proved by Fig. 4. And as showed in Fig. 5, the deletion of outliers will significantly benefit the precision of estimated parameters. In such condition, the effect of distribution manner of targets (Fig. 6) or the deviation of adopted initials of parameters relative to the true values (Fig. 7) on the estimated precision of parameters is not significant.

4 Conclusions

Simulation results show that it is practicable to monitoring antenna parameters by some targets fixed on the antenna without any restrictions to the antenna rotation mode, and which could achieve precisely, automatically and realtime monitoring of antenna parameters during the astrometric and geodetic VLBI observations, and therefore it is of positive importance to the realization of continuous observations of station coordinates with high precision with the VLBI2010 technical specifications.

Results from simulation show that the analysis and investigation in this paper concerning the monitoring model of VLBI antenna, the setting of parameters, the selection of constraints and so on are rational, and that the significant factors which determine the monitoring precision of antenna parameters include the number of targets fixed on the VLBI antenna, antenna orientations, and the precision of target positioning observations. It is also shown the necessity to detect and delete outliers from target positioning observations.

In practical implementation it is difficult to completely avoid the occurrence of blocking of observations, failure in instrumentation and data collection. During the procedure the VLBI antenna changes radio sources the position of a target fixed on the antenna is relatively quickly changing with time, and so the positioning precision should be very limited. There are random and systematic errors in the orientations given by antenna driving system, which should leave detrimental effects on the estimation of antenna parameters. It is worth to consider issues related to the practical way of target positioning observation, the development of automatic software of data processing and so on. In summary, further analysis, examination and practical tests are still necessary concerning the automatic monitoring of antenna parameters with high precision.
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Automated IVS Reference Point Monitoring - First Experience from the Onsala Space Observatory

C. Eschelbach, R. Haas, M. L"osler

Abstract The realization of the International Terrestrial Reference Frame (ITRF) builds upon a combination of results derived from several geodetic space techniques, such as Very Long Baseline Interferometry (VLBI), Satellite and Lunar Laser Ranging (SLR and LLR) or Global Navigation Satellite Systems (GNSS). To combine the different techniques and their results in a meaningful way, co-location sites are important where equipment for several techniques is located reasonably close to each other. The relative geometries (local tie vectors) between the geometric reference points of the different techniques can be derived by terrestrial survey at these co-location sites. Within the Global Geodetic Observing System (GGOS) the requirements in terms of e.g. accuracy and frequency of local survey campaigns have been increased to guarantee that the local tie vectors reach an utmost level of global accuracy. In response to this request we developed a concept to achieve automated and continuous monitoring of radio telescope reference points. This concept was realized and tested in 2012 at the Onsala Space Observatory where an automated monitoring system was installed for a continual determination of the reference point of the 20 m radio telescope. The results confirm that uncertainties on the sub-mm level can be achieved with this approach. Furthermore, a recursive estimation method is suggested for continual determinations of the reference point position that form the basis of time series of local tie vectors.

Keywords VLBI, Radio Telescope, Reference Point Determination, Monitoring, Error Budget

1 Motivation

Frequent and accurate surveys of the reference points of space geodetic equipment at geodetic co-location stations is a challenging task for metrology-engineers. It is the basis for local tie vectors of an utmost level of accuracy that are necessary to guarantee meaningful multi-technique combinations within GGOS. Automated and continuous monitoring are desired to reduce time-consuming field work. The monitoring system HEIMDALL was developed and tested for an automated and continuous determination of the IVS reference point of the 20 m radio telescope at the Onsala Space Observatory in 2012.

2 Concept of Automated Reference Point Determination

In standard monitoring the motions or deformations of the observed object are directly related to the observed points that are fixed on the object. A radio telescope reference point that is located somewhere in the telescope structure cannot be observed directly but needs to be derived in an indirect way based on observations to points fixed on the moving parts of the telescope. In contrast to a standard monitoring, an automated reference point determination is an ambitious metrological challenge, because the observed points change their
positions as a function of the azimuth $\alpha$ and elevation angles $\epsilon$ of the radio telescope. Thus, a JAVA-based monitoring software was developed that considers the specific conditions of an automated reference point determination. Basically, the concept can be divided into four sub-tasks: the determination of a-priori positions, the network adjustment, the reference point determination, and the analysis of time series (cf. L"osler et al. (2013a)).

### 2.1 Determination of a-priori positions

From an operational point of view an automated monitoring should be carried out ideally during a regular VLBI session. The predicted positions of the mounted targets $P^\text{Obs}_{\text{Obs}}(\alpha, \epsilon)$ have to be derived from the VLBI schedule and from a-priori information concerning the local site network. Furthermore, a verification of the measurability of the predicted positions $P^\text{Obs}_i(\alpha, \epsilon)$ is necessary to reduce unneeded total station activities. The predicted position is expressed by

$$P^\text{Obs}_i(\alpha, \epsilon) = P^\text{RP}_i + R_{\alpha, \epsilon}(P^\text{Obs}_i - P^\text{RP}_i)$$

where $R$ denotes a rotation matrix, $P^\text{Obs}_i$ is the initial position of the mounted target observed at $\alpha = \epsilon = 0$, and $P^\text{RP}_i$ is an approximate position of the reference point. In addition to the initial position $P^\text{Obs}_i$, the normal direction vector $n^\text{Obs}_i$ of the prism has to observed to be able to determine the angle of incidence $\delta$ at the $i^{th}$ target with respect to the survey point $P^\text{TS}$

$$\cos \tau = \frac{|P^\text{TS} - P^\text{Obs}_i(\alpha, \epsilon)| R_{\alpha, \epsilon} n^\text{Obs}_i}{|P^\text{TS} - P^\text{TS}_i(\alpha, \epsilon)| |n^\text{Obs}_i|}$$

This angle of incidence has to be smaller than the specified opening angle of the used prism type to verify the accessibility.

### 2.2 Network Adjustment

The first analysis step is a common spatial network adjustment based on a Gauß-Markov model (e.g. Koch (2007)). For this purpose, the network adjustment combines the measured data and delivers the coordinates of the points at the telescope structure $P^\text{Obs}_i(\alpha, \epsilon)$ and their variance-covariance-matrix. If some of the $P^\text{Obs}_i(\alpha, \epsilon)$ are observed redundantly, outlier detection is possible within the network adjustment, and variance-component-estimation can be used to derive the uncertainties. In any other case, mis-measurements must be detected within the reference point determination in the next step. Furthermore, the estimated variance factor has only a limited validity and the derived variance-covariance-matrix is strongly depended on the a-priori stochastic model used in the network adjustment.

### 2.3 Reference Point Determination

We restrict the discussion on azimuth-elevation type radio telescopes, because most of the radio telescopes that are used for geodetic VLBI in the framework of the International VLBI Service for Geodesy and Astrometry (IVS) are of this type. The reference point of these radio telescopes is defined as the projection of the elevation axis on the fixed azimuth axis. Typically, the reference point is determined by indirect methods because it is not materialized. An often used method to estimate the reference point is based on circle fitting (Eschelbach and Haas (2003)) and was adopted by several groups (e.g. Dawson et al. (2007), Leinen et al. (2007)). Spatial circles result from a predefined observation configuration, fixing one axis while turning the other. Thus, the method is not suitable for a monitoring during normal operations of the radio telescope. For normal operations, L"osler's transformation model is an applicable alternative (L"osler (2009)):

$$P^\text{Obs} = P^\text{RP} + R^{\text{R}^3_{\alpha, \epsilon} R^{\text{R}^2_{\alpha} R^{\text{O}_{\alpha}} R^{\text{E}_{\psi}}} (E_{\psi} + R^{\text{E}_{\psi}} O_{\psi} P^\text{Tel})$$

where $P^\text{Tel} = [b \ a \ 0]^T$ is a point in the telescope system, $E_{\psi}$ denotes the axis-offset, and the angle $\psi$ describes the non-orthogonality between the azimuth- and elevation-axes. The vertical misalignment of the azimuth-axis is parameterized by $\theta$ and $\phi$, and $O_{\alpha}$ and $O_{\epsilon}$ are additional orientation angles. This model has been adopted by Kallio and Poutanen (2012) by reformulating the rotation matrices in a commutative way (c.f. Nitschke and Knickmeyer (2000)). Nevertheless, both notations are equivalent and fulfill the requirements for an automated reference point monitoring. The positions $P^\text{Obs}_i(\alpha, \epsilon)$ and their related azimuth angles $\alpha$ and elevation angles $\epsilon$ are fitted to the described model that delivers the reference point and additional parameters like the axis-offset in an orthogonal distance fit (e.g. Eschelbach and L"osler (2012)). Outliers can be identified during the adjustment process of the reference point determination using multiple statistical tests (L"osler (2009)).
2.4 Time Series Analysis

In general, the results of a single survey epoch will be treated as invariant until a new measurement is carried out. In most cases the repeat-rate for a reference point determination is on the order of one or two years (cf. Klügel et al. (2011), Sarti et al. (2013)). Therefore, seasonal variations or abrupt changes can hardly be detected. More frequent reference point determinations result from an automated monitoring and advanced analyses are possible. The results of \( m \) reference point determinations \( x_j \) and their corresponding variance-covariance-matrices \( Q_{x_jx_j} \) can be combined by introducing recursive parameter estimation (cf. Koch (2007), Lößler et al. (2013a)).

\[
\hat{x}_j = \hat{x}_{j-1} + K_{j-1,j}(x_j - \hat{x}_{j-1})
\]

with the gain matrix

\[
K_{j-1,j} = Q_{\hat{x}_jx_j}(Q_{x_jx_j} + Q_{\hat{x}_jx_j})^{-1}
\]

The variance-covariance-matrix \( Q_{\hat{x}_j} \) follows with (e.g. Koch (2007))

\[
Q_{x_jx_j} = Q_{\hat{x}_jx_j} - K_{j-1,j}Q_{\hat{x}_jx_j}
\]

It is assumed, that a single determination is not invariant with time, thus an additional variance matrix of the process noise \( C_{nn} = \text{diag}(\sigma_2^2, \sigma_2^2, \sigma_2^2, \sigma_2^2) \) is introduced and delivers

\[
Q_{x_jx_j}^{dt} = Q_{x_jx_j} + BC_{nn}B^T
\]

The recursive parameter estimation enables the ongoing integration of the results of a current measurement epoch into a time series to achieve immediately reliable results.

2.5 Error Budget

Whereas random errors are handled by the stochastic model, systematic errors distort the results and have to be taken into account. In general, grouping the errors based on their sources is useful and can be depicted easily in an Ishikawa diagram (cf. Figure 1).

The telescope-dependent systematic errors are primarily the gravitational and thermal deformations. External sensors and specific observation strategies are needed to compensate for these deviations (e.g. Clark and Thomsen (1988), Haas et al. (1999), Sarti et al. (2011), Lößler et al. (2013b)). Systematic errors concerning the total station are mainly instrumental errors, e.g. encoder errors, trunnion axis error or horizontal collimation error (cf. Eschelbach and Lößler (2012)). Most of these errors are compensated by carrying out so-called two-face measurements as well as by applying reliable calibration values. In addition meteorology errors influence the scale parameter of the EDM-unit of the total station. Clock errors and time drifts have to be taken into account if time depending observations of different sensors are combined with each other. The stability and the configuration of the network affect the reliability of the measurement (cf. Abbondanza and Sarti (2012)).

Furthermore, the angle of incidence \( \delta \) of a target beam from the total station’s survey station point to the mounted glass-body prisms at the telescope varies as a function of \( \alpha \) and \( \epsilon \). This causes a systematic displacement of the prism centre depending on the orientation of the prism relative to the total station. The radial derivation \( \epsilon_{\text{radial}} \) and the lateral deviation \( \epsilon_{\text{lateral}} \) are given by Pauli (1969)

\[
\epsilon_{\text{radial}} = d(n - \sqrt{n^2 - \sin^2 \delta}) - \epsilon(1 - \cos \delta)
\]

and Rüeger (1990)

\[
\epsilon_{\text{lateral}} = (d - e) \sin \delta - d \sec \delta_n \sin (\delta - \delta_G)
\]

where \( \delta_G = \arcsin \left\frac{2n_e}{n} \right \), \( e \) and \( d \) are the distance between the front surface of the prism and the apex and the corner point of the triple prism, respectively, and \( n \) denotes the refractive index ratio of glass and air.

Figure 2 depicts observed \( \epsilon_{\text{radial}} \) and \( \epsilon_{\text{lateral}} \) of a GPR121-type prism in a test setup (square and triangle markers), and for comparison the predicted values using Eq. (8) and Eq. (9), respectively. A misalignment of e.g. \( \delta = 35^\circ \) leads to deviations of \( \epsilon_{\text{lateral}} \approx 1.2 \) mm and \( \epsilon_{\text{radial}} \approx 0.2 \) mm. This means, if this is ignored it becomes a large contribution for the error budget of the point position. Unfortunately, this effect has never been taken into account in reference point determinations so far. The distance measurement can be corrected by

![Ishikawa-diagram for the error budget](image-url)
adding \( \epsilon_{\text{radial}} \), but the lateral derivation \( \epsilon_{\text{lateral}} \) needs to be split-up into a horizontal and a vertical component. These components can be derived by a projection along the direction of the true position.

\[
P_{\text{Obs}}^* = P_{\text{Obs}}^i - \frac{\epsilon_{\text{lateral}}}{q_{\text{Obs}}^i} q_{\text{Obs}}^i
\]  

(10)

Here, the projection of the normal vector \( n_{\text{Obs}} \) into the observation plane is given by

\[
q_{\text{Obs}}^i = R_{\text{obs}} n_{\text{obs}} - \left( \frac{q_{\text{Obs}}^i - P_{\text{TS}}}{|P_{\text{Obs}}^i - P_{\text{TS}}|^2} \right) |P_{\text{Obs}}^i - P_{\text{TS}}| q_{\text{Obs}}^i
\]  

(11)

If \( v \) and \( t \) are the estimated vertical and direction angles w.r.t. the observed point \( P_{\text{Obs}} \) and \( v^* \) and \( t^* \) are the estimated vertical and direction angles w.r.t. the projected position \( P_{\text{Obs}}^* \), respectively, the angle deviations are \( \epsilon_v = t^* - t \) and \( \epsilon_t = v^* - v \). This calculation can directly follow the measurements of the initial position and the normal direction vector of the prisms. The correction values are calculated in advance along with the observation plan so that the observations can be corrected already during the monitoring, just-in-time before being saved to the data base.

3 Monitoring Campaign at the Onsala Space Observatory

At the Onsala Space Observatory, four monitoring approaches (DMR, DMO, VMO and VSO) were carried out at the 20 m radio telescope using a high precision total station of type Leica TS30 and ten prisms of type GPR121 and GMP104.

The DMO-experiment was carried out twice, because it is assumed that a homogenous point cloud provides reliable results (cf. Table 1). Table 2 summarizes the smoothed results and their uncertainties derived from the analysis using eq. (4) – (7).

![Table 1 Configurations of Survey Epochs.](image)

![Table 2 'Smoothed' results from combining successive measurement campaigns.](image)

The smoothed results are presented in Figure 3 as green line with a 3σ error band, and the individual determinations based on the five experiments are shown as blue dots with 3σ error bars.

![Fig. 3 Time series of the reference point coordinates and the telescope axis offset.](image)

4 Conclusion

In 2012 the monitoring system HEIMDALL was installed for continuous observations of the IVS reference point of the 20 m radio telescope at the Onsala
Automated IVS Reference Point Monitoring

Space Observatory. Five campaigns with different approaches were evaluated and combined by introducing a recursive parameter estimation. Furthermore, the use of glass-body prisms provides systematic errors up to the mm-level, which were for the first time considered by the authors for a reference point determination.
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Impact of Different Observation Strategies on Reference Point Determination – Evaluations from a Campaign at the Geodetic Observatory Wettzell
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Abstract  The strategy document VLBI2010 and the Global Geodetic Observing System (GGOS) claim continuous local survey of the reference points of different geodetic space techniques, such as Very Long Baseline Interferometry (VLBI). Therefore, alternative observation and analysis strategies have to be evaluated, to reach an utmost level of accuracy. Different simulation studies reveal a significant influence of the terrestrial observation schemes on the uncertainty of the reference points. At the Geodetic Observatory Wettzell a measurement campaign was carried out to investigate different terrestrial observation schemes and the additional benefit of the use of a second total station. Modifying the collected data allows different analysis strategies such as the evaluation of simultaneous dual polar observations, redundant forward intersections or, by neglecting the observations of one total station, single polar observations. Furthermore, the influence on variations of the telescope height caused by thermal expansion was analysed within the reference point determination.

Keywords  VLBI, Radio Telescope, Reference Point Determination, Observation Scheme, Thermal Deformation

1 Motivation

The Geodetic Observatory Wettzell (GOW) is operated by the Federal Agency for Cartography and Geodesy (BKG) together with the Research Facility for Satellite Geodesy (FESG) of the Technische Universität München (Technical University Munich) (Hugentobler et al., 2011). The observatory is a so-called co-location station and hosts equipment for several geodetic space techniques such as Very Long Baseline Interferometry (VLBI), Satellite and Lunar Laser Ranging (SLR and LLR) or Global Navigation Satellite Systems (GNSS). With the knowledge of the relative geometries (local ties) between these techniques on co-location stations, a combination of geodetic space techniques is permitted in the context of the International Terrestrial Reference Frame (ITRF). Two VLBI2010 compliant radio telescopes (TWIN), which are identical in construction, will be operable soon. These new radio telescopes fulfil the increased requirements of the VLBI2010 agenda and the Global Geodetic Observing System (GGOS) (Niell et al., 2006; Plag and Pearlman, 2009). In addition to the requirements of the VLBI2010 telescopes the specifications on local ground survey, the reference points of the geodetic space techniques and therefore the local tie vectors are increased in terms of e.g. uncertainties and frequency of surveying campaigns. To reach an utmost level of accuracy of the IVS reference point, different simulations studies were carried out.

Schmeing et al. (2010) simulate the impact of the number of survey standpoints on the uncertainties of the reference point and conclude that a single survey standpoint meets the sub-mm goal already. Kallio and Poutanen (2010) and Li et al. (2013) analysed the influence on the reference point due to the position and the number of targets, which are mounted on the alidade of the radio telescope. There is shown, that only a few targets are needed to reach the sub-mm level. Furthermore, the best position of the targets is near the eleva-
tion axis. This configuration was used by e.g. Eschelbach and Haas (2003); Lössler (2008); Eschelbach et al. (2013). Santamaría-Gómez et al. (2012) assume that this position is less prone to gravitational deformations. Moreover, they assess the benefit of more than one observation instrument and assert that the uncertainty of the reference point is bisected using a second instrument. Another extensive simulation study has been carried out by Abbondanza and Sarti (2012). They investigate the reference point variations caused by different terrestrial observation schemes, network configurations, gravitational and thermal deformations. Moreover, the terrestrial observation schemes and radio telescope deformations influence the position of the reference point significantly.

2 Feasibility Study

In spring 2012, a measurement campaign was performed with one of the TWIN Radio Telescope Wettzell (TTW2), Germany, to test different terrestrial surveying schemes and the additional benefit of the usage of a second total station. For the survey, four prisms of the type RFI-0.5" (Leica) were mounted per telescope side near the elevation axis (cf. Figure 1), 12 more precision surveying monitoring prisms of type Leica GPH1P were used for the connection to the local ground network.

To get a homogeneous point cloud, an increment of 10° and 40° for the elevation and azimuth angle, respectively, was chosen. To keep the observation process as automated as possible, two high precision total stations were used namely a Leica TCA2003 and its successor TS30 (Lienhart et al. (2009)). Both instruments were endowed with automatic target recognition (ATR). Therefore, the telescope targets were measured by simultaneous dual polar observations (DPO). Modifying the collected data allows further analysis strategies such as redundant forward intersections (RFI) excluding distance measurements and, by neglecting the observations of one total station, single polar observations (SPO). The topographical conditions made us use the measurement distances to the telescope between 15-25 m.

Due to the short measurement distance and the limited angle of incidence of the prisms, which are also affected by the telescope rotation, a small base between the total stations had to be chosen (cf. Figure 2). Thus, glancing intersections could be anticipated, which increase the uncertainties of the RFI method. The best intersection is given by an angle of 100 gon (cf. Figure 3). Whereas the redundant DPO and RFI configuration allows a reliable uncertainty budgeting based on variance component estimation, the uncertainties of the SPO method result only from the a-priori stochastic model.

Table 1 summarizes the result of the free network adjustment derived from JAG3D\(^1\) and points out the mean error of the measured targets on the telescope.

![Fig. 1 VLB12010 Radio Teleskop TTW2 (top). Mounted Targets at TWIN-Telescope (bottom).](image)

<table>
<thead>
<tr>
<th>Configuration</th>
<th>DPO</th>
<th>RFI</th>
<th>SPO-TS30</th>
<th>SPO-TCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Target Error</td>
<td>0.7 mm</td>
<td>4.9 mm</td>
<td>0.8 mm</td>
<td>0.5 mm</td>
</tr>
<tr>
<td>Degree of Freedom</td>
<td>2257</td>
<td>1095</td>
<td>261</td>
<td>187</td>
</tr>
</tbody>
</table>

\(^1\) [http://derletztekick.com/software/netzausgleichung](http://derletztekick.com/software/netzausgleichung)
(excluding network measurements) and the degree of freedom. In comparison to the other configurations the uncertainty of the RFI method is enlarged. Note that the poorer results of RFI arise from the glancing intersections and cannot be generalized to this method. Favourable results are expected by increasing the intersecting angle (e.g. Eschelbach and Haas (2003)). Figure 4 depicts the observed connections between the survey points (red circles) of the local survey network (blue triangles) and the telescope points (red dots) in the local coordinate system.

\[ z_{RP}(\Delta T_i) = z_{RP} + (\gamma_s h_S + \gamma_f h_F) \Delta T_i \]  \hfill (1)

where \( \Delta T_i \) is the difference between the reference temperature and the temperature of the telescope structure.

In contrast to the 20 m Radio Telescope Wettzell (RTW), where an invar wire is installed to monitor the height variations, the TTW2 has no opportunity to observe the expansion caused by temperature directly. Therefore, a temperature sensor of type MSR145 was placed inside the telescope cabin to register the internal temperature. Combined with the thermal expansion coefficients \( \gamma_S \) and \( \gamma_F \) for the antenna and for the foundation, respectively, the height \( h_S \) of the reference point with respect to the foundation, and the height \( h_F \) of the foundation, the variations \( z_{RP}(\Delta T_i) \) can be compensated (cf. Nothnagel (2009)).

Using the four data sets (DPO, RFI, SPO-TS30 and SPO-TCA) and their full variance-covariance-matrices the reference point of the TTW2 was derived by Lösler’s transformation model (Lösler, 2009). Since contaminated data could not be detected during the network adjustment for SPO configuration, multiple tests have been introduced for trusted outlier detection within the reference point determination (Lösler, 2008). The observation with a maximum exceeding of a defined threshold was excluded. This procedure was repeated until no more outliers were detected. Table 2 summarises the estimated reference point coordinates and the axis offset with associated uncertainties derived by each analysed data set. To avoid an overestimation of the derived uncertainties, the estimated uncertainties were adapted with respect to the mean point-error of the observed target positions (cf. Ghilani and Wolf (2006), Lösler et al. (2013)).

Obviously, the symmetrical configuration of the point cloud compensated the poorer accuracy of the estimated points of the RFI method. The terrestrial observation schemes had a minor influence on the reference point determination, because all methods provided almost the same results and comparable uncertainties.

Considering the height variations caused by temperature, a simplification of eq. (1) was used. With
\( \gamma = \gamma_S = \gamma_F \) eq. (1) becomes

\[ z_{\text{pp}}(AT_i) = z_{\text{pp}} + \mu(h_S + h_F)\gamma AT_i \]  

(2)

where the damping parameter \( \mu \) is introduced as an additional weighting parameter to find an optimal compensation within the reference point determination. As shown by Abbondanza and Sarti (2012) the uncertainties of the reference point were insensitive to telescope deformations. Nevertheless, the sum of the squared \( \Omega \) of the reference point determination could be used to evaluate the model compatibility of eq. (2), if each observed target position is corrected by their \textit{individual} thermal expansion value.

![Figure 5 Damping Parameter \( \mu \) vs. Objective Function \( \Omega \) (left), Height Variation (right).](image)

Figure 5 (left) shows \( \Omega \) as a function of \( \mu \). Using the first derivation of the fitted polynomial, a minimum could be derived for \( \mu_{\text{Min}} = 0.22 \). The estimated height variations, calculated by eq. (2), are plotted for \( \mu = \mu_{\text{Min}} \) (blue) and \( \mu = 1 \) (green). The RTW and the TTW2 have similar monument heights. Thus, the recorded data of the RTW invar wire (red) are also shown for comparison and confirm the derived damping parameter (cf. Figure 5 (right)). The overcompensation for \( \mu = 1 \) is abundantly clear. If each observed target position is corrected by their individual thermal expansion value, the influence of the thermal deformation can be estimated and compensated within the reference point determination. However, more than one temperature sensor should be integrated to observe the representative monument temperature of the radio telescope.

4 Conclusion

VLBI2010 and GGOS define new goals for the reference points and local ties. Many simulation studies were analysed by different research groups to answer the question, how the new specification can be reached. At the GOW a measurement campaign was carried out to investigate different terrestrial surveying schemes and the additional benefit of the use of a second total station during the reference point determination. The benefit of a second total station and the resulting opportunities during the network adjustment on the reference point are slightly. However, a second total station allows a reliable uncertainty budgeting for targets at the turnable telescope part in the course of the network adjustment. Observing a homogeneous point cloud seems to compensate the lower uncertainty of a measurement method or an unfavourable configuration. Furthermore, the influence on variations of the telescope height, caused by thermal expansion, was analysed and an optimal compensation was derived. The comparison to the recorded invar data confirms this procedure.
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